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Abstract: 

This study investigates the dynamics of human–AI collaboration in professional knowledge work, focusing on 

productivity, error patterns, and ethical implications. Through a mixed-methods approach, participants were assigned 

to human-only, AI-assisted, and optional AI-only task groups, performing writing, summarization, decision-support, 

and problem-solving activities. Quantitative analyses, including t-tests, ANOVA, and regression models, revealed that 

AI assistance accelerated task completion by 32–39%, with novices benefiting most in structured tasks, while high-

complexity tasks experienced a 15–25% increase in errors. Qualitative findings highlighted trust calibration, 

verification behaviors, cognitive load, and ethical awareness as critical mediators of AI effectiveness. Errors were 

systematically categorized into hallucinated facts, logic problems, fabricated citations, omissions, and biased 

assumptions. The results underscore the trade-off between speed and accuracy, emphasizing the necessity of human 

oversight, training, and ethical risk mitigation. The study offers actionable guidelines for integrating AI into 

professional workflows while preserving quality and accountability. 
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1. Introduction 

1.1 The Rise of Human–AI Collaboration 

The rapid advancement of artificial intelligence (AI) is transforming professional knowledge work 

across the globe. AI tools such as ChatGPT, GitHub Copilot, Google Gemini, and Anthropic 

Claude have shifted from experimental technologies to integral collaborators in daily workflows. 

Unlike traditional automation, these systems actively augment human decision-making, creativity, 

and analytical capacity, enabling professionals to focus on complex, high-level tasks while 

delegating repetitive or structured work to AI. In the legal sector, AI platforms assist with contract 

drafting, case law analysis, and preliminary legal research, allowing lawyers to allocate more time 

to strategic reasoning and client interaction. In consulting, AI supports scenario modeling, data 

analysis, and report generation, increasing both the efficiency and depth of insights delivered to 

clients. Healthcare professionals leverage AI to enhance diagnostic accuracy, analyze medical 

imaging, and provide personalized treatment recommendations, while media organizations utilize 

AI for content generation, fact-checking, and audience analytics. Similarly, education and public 

service institutions employ AI to streamline grading, automate administrative tasks, and analyze 

policy impacts. 

The increasing integration of AI into professional tasks signals a paradigm shift in knowledge 

work. Human–AI collaboration is no longer optional; it is becoming normative. Professionals often 

interact with AI through frameworks such as “human-in-the-loop”, where humans guide AI 

outputs, or “human-on-the-loop”, where humans supervise AI recommendations. This 

collaborative model reshapes task execution, performance expectations, and skill requirements, 

highlighting the need for a comprehensive understanding of AI’s impact beyond mere productivity 

enhancements. 
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1.2 Global Evidence and Policy Context 

Empirical studies highlight both the potential and complexity of human–AI collaboration. 

Experiments conducted at MIT show that AI-assisted professionals generate higher-quality written 

content and analytical outputs at a faster pace compared to human-only groups. Wharton research 

corroborates these findings, reporting up to a 35% increase in task completion speed and 

improvements in output volume for consulting simulations involving AI. Interestingly, these 

productivity benefits are not uniform; novices tend to benefit more from AI guidance in structured 

tasks, whereas experts may experience marginal gains but face risks of overreliance or 

complacency. 

Reports from McKinsey & Company emphasize that AI adoption is transforming workforce 

structures, task allocation, and skill requirements globally. Organizations leveraging AI report both 

improved efficiency and the emergence of new challenges, such as ensuring the accuracy of AI-

generated content and mitigating inadvertent bias. From a regulatory perspective, the European 

Union’s AI Act (2021) provides a framework for categorizing AI systems according to risk, 

emphasizing human oversight, transparency, and accountability, particularly for high-risk 

applications. Similarly, the UK’s Alan Turing Institute has outlined the technical, ethical, and 

operational risks of AI deployment, highlighting the importance of risk mitigation strategies to 

prevent unintended harms. Collectively, these studies and policies illustrate the dual impact of AI: 

enabling enhanced productivity while introducing new errors and ethical dilemmas that require 

careful management. 

1.3 Research Gap: Productivity, Errors, and Ethics 

Despite widespread AI adoption, critical questions remain unanswered regarding its actual effects 

on professional work. First, while experiments indicate that AI can accelerate task completion, we 

still lack a full understanding of how productivity gains vary across task types, complexity, and 

user expertise. Second, AI introduces unique error patterns, ranging from factual inaccuracies to 

hallucinations, logical inconsistencies, and misclassifications. Legal professionals, for example, 

have reported AI-generated citations that are entirely fabricated, while AI in education and media 

sometimes produces biased or misleading content. Humans serve as an error-correcting layer, but 

the mechanisms through which they detect, amend, or inadvertently reinforce AI errors remain 

poorly studied. Third, ethical concerns are increasingly salient, encompassing bias, fairness, 

privacy, accountability, and overreliance on automated systems. These issues are amplified when 

AI informs decisions with substantial social, financial, or legal consequences. 

Current literature often addresses productivity, errors, or ethics in isolation, leading to fragmented 

insights. Very few studies explore all three dimensions in an integrated manner, particularly in 

real-world, high-stakes professional contexts. This gap underscores the urgent need for research 

that examines the interplay between AI performance, human oversight, and ethical implications in 

live knowledge work environments. 

1.4 Purpose and Objectives of the Study 

In response to these research gaps, the present study aims to provide a comprehensive analysis of 

human–AI collaboration in knowledge work, integrating productivity, error, and ethical 

perspectives. Specifically, the study seeks to: 

• Assess productivity outcomes: Examine how AI assistance affects task completion speed, 

efficiency, and output quality across various professional roles. 



LEX LOCALIS-JOURNAL OF LOCAL SELF-GOVERNMENT        
ISSN:1581-5374 E-ISSN:1855-363X        
VOL. 23, NO. S5(2025) 
 

3410 

• Identify and classify errors: Investigate the types and causes of mistakes arising in human–

AI workflows, including factual inaccuracies, logical errors, hallucinations, and omissions. 

• Analyze ethical risks: Evaluate issues such as bias, privacy violations, accountability 

challenges, and overdependence on automated recommendations. 

• Develop safe-use recommendations: Provide evidence-based strategies for improving AI-

human collaboration, reducing errors, and mitigating ethical risks in professional settings. 

By addressing these objectives, the study aims to fill a critical knowledge gap in current human–

AI research. Unlike prior studies that focus on individual dimensions, this research integrates 

productivity, errors, and ethical considerations, providing a holistic perspective relevant to both 

practitioners and policymakers. The findings are intended to guide organizations in designing 

workflows that balance AI efficiency with human oversight, ensuring that AI tools enhance 

professional performance while maintaining ethical integrity. 

1.5 Research Questions  

Q.1 How does AI-assisted collaboration impact task productivity in knowledge work? 

Q,2 What types of errors occur when professionals rely on AI, and how do humans respond to 

these errors? 

Q,3 What ethical risks emerge from AI-assisted professional work, and how can they be mitigated? 

1.6 Limitations of the study 

Despite providing valuable insights into human–AI collaboration, this study has several 

limitations. First, the sample size was relatively small and may not fully represent diverse 

professional populations, limiting generalizability. Second, the experimental tasks, while varied, 

were simulated and may not capture the full complexity and contextual pressures of real-world 

professional work. Third, AI tools evolve rapidly, so findings based on ChatGPT, Copilot, and 

Claude may not fully apply to newer or updated models. Fourth, self-reported measures, such as 

trust and perceived cognitive load, are subject to bias. Finally, ethical and cultural factors 

influencing AI use were only partially explored. Future research should expand sample diversity, 

task realism, and longitudinal observation to strengthen external validity. 

1.7 Significance of the Study 

The significance of this study lies in its cross-domain approach. Knowledge work in law, 

consulting, healthcare, media, education, and public service involves high-stakes decision-making 

where errors can have substantial consequences. Understanding how humans and AI collaborate 

in these contexts is crucial for designing effective risk management protocols, improving training 

programs, and informing regulatory frameworks. Furthermore, insights from this study will 

contribute to the emerging discourse on responsible AI, helping organizations implement AI 

ethically and efficiently while maximizing productivity. By integrating empirical evidence, global 

policy insights, and practical implications, this study provides a robust foundation for the safe and 

effective adoption of AI in professional knowledge work, addressing a pressing gap in current 

research and offering actionable guidance for practitioners worldwide. 

1.8 Hypotheses 

• AI-assisted workers complete tasks faster than those without AI. 

• AI increases productivity but may introduce errors in output quality. 

• Professionals trained in AI usage make fewer critical errors and manage ethical risks more 

effectively than untrained users. 

2. Literature Review 

2.1 Human–AI Collaboration Models 
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Recent research positions AI not merely as a tool but increasingly as a collaborator in knowledge 

work. Human–AI collaboration frameworks, such as “human-in-the-loop” (HITL) and “human-

on-the-loop” (HOTL), emphasize the design of interaction, oversight mechanisms, and trust 

calibration to ensure reliability and maintain human agency (Kamar, 2016; Amershi et al., 2014). 

In HITL frameworks, humans directly supervise AI outputs, providing corrections and 

interventions when necessary, whereas HOTL approaches allow AI to perform tasks autonomously 

while humans monitor outcomes and intervene only in exceptional circumstances. 

Empirical evidence shows that the success of these frameworks depends on the timing, clarity, and 

structure of human oversight. Kamar (2016) highlights that supervisory interventions, if applied 

too late or inconsistently, can fail to prevent error propagation in critical decision-making tasks. 

Similarly, Amershi et al. (2014) argue that maintaining human agency in HITL systems ensures 

that AI efficiency gains do not compromise accountability or professional skill development. 

Recent institutional studies demonstrate practical applications of these models. Stanford Human-

Centered AI (HAI, 2023) research shows that structured human-AI interaction significantly 

reduces error rates compared to unstructured reliance on AI, particularly in decision-support and 

knowledge-intensive workflows. IBM Research (2022) emphasizes that clear division of labor and 

defined responsibilities between humans and AI agents enhances accuracy, trust, and user 

satisfaction. Google DeepMind (Silver et al., 2022) demonstrates that AI systems can augment 

human problem-solving capabilities in complex scenarios such as strategic planning and scientific 

discovery; however, overtrust and deskilling are significant risks if roles and oversight are poorly 

delineated. 

Overall, these studies underscore that human-AI collaboration is context-dependent, requiring 

careful attention to the type of task, user expertise, and the criticality of decisions. Adaptive, hybrid 

frameworks that combine human judgment with AI efficiency, tailored to task requirements, 

appear most effective for sustainable knowledge work integration. 

2.2 Productivity Effects of AI in Professional Tasks 

Generative AI has been shown to substantially enhance productivity across multiple professional 

domains, including law, consulting, healthcare, and research. Experimental studies by MIT and 

Wharton (Brynjolfsson et al., 2023; Agrawal et al., 2023) report that AI-assisted professionals 

complete writing, summarization, and consulting tasks 20% to 40% faster than those without AI 

support. These productivity gains are particularly pronounced among novices in structured tasks, 

whereas experts benefit primarily in high-volume or repetitive operations (Choudhury et al., 2022). 

However, productivity effects are moderated by task complexity. Shankar et al. (2023) find that 

simple summarization and data extraction tasks are safer and more productive when AI-assisted, 

while diagnostic, interpretive, or creative tasks remain error-prone despite reduced completion 

times. For instance, AI-assisted medical diagnosis tools accelerate data review but can miss rare 

conditions or misinterpret nuanced patient information, highlighting the trade-off between speed 

and accuracy. 

Generative AI also influences cognitive load and professional skill utilization. A recent study 

(Zhang et al., 2022) suggests that AI reduces mental effort for routine tasks but can inadvertently 

decrease critical thinking and engagement in more complex, judgment-dependent tasks. 

Productivity improvements, therefore, are not uniform; they are highly task- and user-dependent. 

AI enhances throughput but may compromise the depth of analysis or nuanced decision-making, 

particularly in high-stakes professional environments. 
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Furthermore, task familiarity and expertise affect outcomes. Novices gain more immediate 

efficiency benefits from AI support in structured environments, while experts often rely on AI for 

auxiliary or repetitive tasks rather than core decision-making. These findings indicate that 

productivity gains cannot be fully understood without considering user expertise, task type, and 

complexity (Brynjolfsson et al., 2023; Choudhury et al., 2022; Shankar et al., 2023). 

2.3 Error Patterns in Human–AI Workflows 

While AI can improve efficiency, it introduces a spectrum of errors, often categorized as factual 

errors, logical inconsistencies, hallucinated content, misclassification, or omission (Ji et al., 2023; 

OpenAI, 2023). In legal and academic contexts, AI-generated fake citations or misattributed 

sources can mislead professionals and result in reputational or operational harm (Clark et al., 

2023). Research in Nature and PNAS demonstrates systemic biases and hallucinations in large 

language models (Bender et al., 2021; Sheng et al., 2021), confirming that even high-performing 

AI systems require verification. 

A critical factor is user overconfidence. Novice users often accept AI outputs without cross-

checking, exacerbating error propagation (Kocielnik et al., 2019; Zhang et al., 2022). Errors are 

compounded when AI misclassifies, omits key information, or reflects biased training data. For 

example, AI-assisted legal drafting may generate incorrect case references or omit precedent 

details, while healthcare AI may misinterpret patient data, resulting in flawed treatment 

recommendations (Shen et al., 2023). 

The literature highlights the importance of verification and oversight in human-AI workflows. 

Structured feedback loops and expert review are essential for mitigating errors, especially in 

complex or high-stakes professional contexts. Without systematic oversight, AI-generated errors 

can propagate silently, undermining reliability and trust. Recent research underscores the critical 

need for Pakistan to steer its loss-making SOEs toward financial sustainability through governance 

reforms.  

2.4 Ethical Risks of AI Use 

Ethical concerns surrounding AI adoption are widespread and multifaceted. Bias and fairness 

remain major challenges, as AI systems trained on historical datasets can replicate or amplify 

societal inequities (Buolamwini & Gebru, 2018; Raji et al., 2020). Privacy risks arise when 

sensitive professional data such as healthcare records or client information are input into AI 

platforms, creating potential for data breaches or misuse (Shin & Park, 2023; Jobin et al., 2019). 

Transparency is limited due to the “black-box” nature of many AI models, making it difficult for 

users to understand how outputs are generated (Doshi-Velez & Kim, 2017). Accountability 

remains unclear: when AI causes harm, it is often ambiguous whether responsibility lies with users, 

developers, or organizations (Calo, 2016; Floridi et al., 2018). Overreliance on AI may also 

facilitate the spread of misinformation, particularly in news, educational, and research domains 

(Taddeo & Floridi, 2018; Hao, 2023). 

Ethical implications extend to professional judgment and skill maintenance. Excessive dependence 

on AI may erode human expertise, leading to deskilling and diminished critical thinking. These 

challenges underscore the need for governance, education, and clear guidelines on AI deployment 

in sensitive tasks. 

2.5 Summary of Gaps 

The literature exhibits several persistent gaps: 

• Most studies focus on either productivity, errors, or ethics, rarely integrating all three 

dimensions simultaneously. 
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• Research on real-world professional settings is limited, with few longitudinal studies 

tracking AI collaboration over time (Stanford HAI, 2023; OpenAI, 2023). 

• Metrics and definitions for productivity, errors, and ethical compliance vary widely, 

complicating cross-study comparisons (Ji et al., 2023; Sheng et al., 2021). 

• Governance and policy-focused research remains limited despite the rapid adoption of AI 

in sensitive professional contexts (EU AI Act, 2023; Taddeo & Floridi, 2018). 

• Long-term effects on trust, skill degradation, and professional development are 

underexplored (Brynjolfsson et al., 2023; Choudhury et al., 2022). 

These gaps highlight the need for integrated, cross-domain research that examines productivity 

gains, error patterns, human verification behaviors, and ethical considerations collectively. 

2.6 Contribution of the Present Study 

The present study addresses these gaps by: 

• Adopting a cross-domain perspective, encompassing law, healthcare, consulting, and 

public service. 

• Implementing a mixed-method approach, combining task-based experiments, surveys, and 

interviews. 

• Providing an integrated analysis of productivity, error mitigation, and ethical risk 

management. 

• Offering practical guidelines for human-AI collaboration that balance efficiency, 

reliability, and ethical compliance. 

By synthesizing insights across productivity, error patterns, and ethics, this study advances 

understanding of effective and responsible human–AI collaboration, with direct implications for 

professional knowledge work. 

3. Methodology 

This study employs a combination of experimental and survey-based approaches to investigate 

human–AI collaboration in knowledge work, focusing on productivity, error patterns, and ethical 

risks. The methodology is designed to capture both quantitative and qualitative insights, ensuring 

a comprehensive understanding of AI’s impact on professional tasks. 

3.1 Experimental Design  

The experimental component is structured to compare human performance with and without AI 

assistance. Participants are divided into two primary groups: 

• Human-only group: Participants complete tasks independently without any AI support. 

• AI-assisted group: Participants perform the same tasks with AI tools such as ChatGPT, 

Copilot, or Claude providing guidance or generating outputs. 

An optional AI-only group can be included to evaluate AI performance independently and serve 

as a benchmark for productivity and accuracy comparisons. 

Tasks: 

• Writing or summarizing: Participants draft reports, summaries, or analytical documents 

using or without AI assistance. 

• Decision support: Participants make recommendations or solve scenarios based on 

provided data. 

• Problem-solving: Participants address complex professional problems requiring reasoning 

and judgment, such as policy analysis or legal case evaluation.  

Measurements: 

• Time taken: Tracks efficiency and task completion speed. 
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• Number of errors: Records factual inaccuracies, logical inconsistencies, or hallucinations 

in outputs. 

• Quality scores: Expert reviewers evaluate task outputs for accuracy, coherence, and 

relevance. 

• Trust level in AI output: Participants self-report confidence in AI suggestions and whether 

they rely on or verify outputs. 

This experimental setup enables a controlled comparison of human performance with and without 

AI, while capturing error patterns, productivity outcomes, and user behavior. 

3.2 Survey Method 

A survey-based approach complements the experimental design, capturing subjective perceptions 

of participants regarding their interaction with AI. The survey includes validated scales for: 

• Productivity perception: How participants perceive AI’s contribution to efficiency and 

output quality. 

• Trust in AI: Degree of confidence participants place in AI suggestions and 

recommendations. 

• Ethical concerns: Awareness of bias, privacy, accountability, or misinformation risks. 

• Stress/cognitive load: Evaluation of mental effort and cognitive demands when using AI-

assisted workflows. 

The survey allows the study to assess user attitudes, perceived risks, and behavioral patterns that 

may not be observable through experimental outputs alone, providing richer insights into human–

AI collaboration. 

3.3 Mixed Methods Approach 

To achieve a holistic understanding, this study integrates mixed methods, combining quantitative 

experiments with qualitative interviews. Participants from the experimental groups are interviewed 

to explore: 

• Verification behaviors: How they check AI outputs for errors or inaccuracies. 

• Confusion or ethical dilemmas: Situations where AI guidance may have caused uncertainty 

or ethical concerns. 

• Factors influencing outcomes: Elements that enhanced or reduced task performance, 

including AI tool usability, domain expertise, and experience level. 

The mixed-methods design captures both measurable outcomes and nuanced user experiences, 

enabling a robust analysis of productivity, errors, and ethical considerations. 

3.4 International Examples and Benchmarking 

The methodology is informed by leading international studies: 

• Wharton and MIT experiments: Demonstrated increased efficiency and output quality in 

consulting and writing tasks with AI assistance. 

• Stanford co-writing experiments: Explored human–AI collaboration in creative and 

technical document production. 

• NHS AI-assisted medical diagnostics trials: Provided evidence on error detection, human 

verification, and ethical risk management in clinical decision-making. 

These studies serve as benchmarks, validating the experimental design, measurement metrics, and 

ethical considerations applied in the present research. By integrating global best practices, the 

methodology ensures rigorous, comparable, and generalizable findings across professional 

knowledge domains. 

4. Data Analysis 
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This section presents a comprehensive analysis of data collected from the experimental, survey, 

and interview components of the study. The analysis focuses on three dimensions: quantitative 

comparisons of productivity and errors, qualitative insights from participants, and systematic 

classification of AI-generated errors. Integrating these analyses provides a robust understanding 

of human–AI collaboration in professional knowledge work, including task performance, error 

dynamics, and ethical risks. 

4.1 Quantitative Analysis 

Quantitative analysis evaluates measurable outcomes across participant groups. The study uses t-

tests, ANOVA, regression models, and descriptive statistics to examine productivity, error 

patterns, and quality ratings. 

Group Comparisons 

Participants were divided into two primary groups: 

• Human-only group – Participants completed tasks independently. 

• AI-assisted group – Participants completed tasks with AI tools such as ChatGPT, Copilot, 

or Claude. 

Optional AI-only outputs served as benchmarks for comparison. The primary metrics analyzed 

were: 

• Completion time (T) – Measured in minutes. 

• Number of errors (E) – Count of factual inaccuracies, hallucinations, logic errors, or 

omissions. 

• Quality scores (Q) – Expert ratings on a scale of 0–10 for accuracy, coherence, and 

completeness. 

• Trust level (TL) – Self-reported on a Likert scale from 1 (low) to 5 (high). 

Table 4.1: Average Task Performance Metrics Across Participant Groups 

Group Avg. Completion Time 

(min) 

Avg. 

Errors 

Avg. Quality 

Score 

Avg. Trust 

Level 

Human-

only 

45.2 6.8 7.2 3.1 

AI-assisted 28.5 9.2 7.5 4.2 

AI-only 25.8 12.5 6.9 – 

 

Note: TL = Trust Level (1 = low, 5 = high). AI assistance reduces task completion time but 

slightly increases errors compared to human-only performance. 

Observation: 

AI assistance reduced task completion time by approximately 37%: 

𝑇𝑖𝑚𝑒 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (%) =  
45.2 − 28.5 

45.2
𝑋 100 ≈ 37 % 

However, AI-assisted tasks had a slight increase in error counts compared to human-only 

performance. 

Statistical Testing 

t-Test for Completion Time 

A t-test was conducted to examine the difference in completion time between the human-only and 

AI-assisted groups. 

Group statistics: 
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• Human-only group: Mean (X̄1) = 45.2 minutes, Standard deviation (s1) = 5.1, Sample size 

(n1) = 30 

• AI-assisted group: Mean (X̄2) = 28.5 minutes, Standard deviation (s2) = 4.3, Sample size 

(n2) = 30 

t-test formula (plain text): 

t = (X̄1 − X̄2) ÷ √[(s1² / n1) + (s2² / n2)] 

Step-by-step calculation: 

1. Difference of means: 45.2 − 28.5 = 16.7 

2. Variance terms: 

• s1² / n1 = 5.1² / 30 = 26.01 / 30 ≈ 0.867 

• s2² / n2 = 4.3² / 30 = 18.49 / 30 ≈ 0.616 

3. Sum of variance terms: 0.867 + 0.616 = 1.483 

4. Square root: √1.483 ≈ 1.218 

5. t-value: 16.7 ÷ 1.218 ≈ 13.7 

Result: 

t ≈ 13.7, p < 0.001, indicating a statistically significant difference in completion time between the 

human-only and AI-assisted groups. 

ANOVA for Quality Scores 

A one-way ANOVA was performed to evaluate differences in quality scores across groups: 

• F(2,87) = 4.56, p = 0.013 

Interpretation: 

• Significant variation exists in quality ratings across groups, particularly in complex 

problem-solving tasks. 

• AI assistance slightly improves task quality but may reduce accuracy in high-complexity 

tasks. 

Regression Analysis: Predicting Errors 

A linear regression model was applied to examine the effect of task complexity (C) and user 

experience (U) on error counts (E): 

E=β0+β1C+β2U+ϵE 

 Where: 

• E = Number of errors 

• C = Task complexity score (1–5) 

• U = User experience level (1 = novice, 2 = intermediate, 3 = expert) 

• ε = Error term 

Results: 

Table 4.2: Regression Analysis of AI Error Prediction 

Predictor Coefficient (β) p-value Interpretation 

Task Complexity (C) 1.42 <0.01 Higher complexity increases errors. 

User Experience (U) -0.98 <0.05 Experienced users make fewer errors. 

 

Note: Predictors include task complexity, user experience, and task type. Adjusted R² shows 

moderate predictive power; complexity increases errors, expertise reduces them. 

Adjusted R² = 0.46, indicating moderate predictive strength. 

Interpretation: 

• Task complexity strongly predicts AI error occurrence. 
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• Novice users are particularly prone to hallucinations and logic errors in high-complexity 

tasks. 

4.2 Qualitative Analysis 

Thematic coding of participant interviews and open-ended survey responses revealed recurring 

themes reflecting human interaction with AI outputs. 

Key Themes 

4.2.1 Trust Calibration 

• Experts verified AI outputs, whereas novices often accepted them at face value. 

• Trust levels correlated positively with task completion speed but negatively with accuracy. 

4.2.2 Confusion and Cognitive Load 

• AI outputs occasionally caused uncertainty, especially when generating contradictory or 

incomplete information. 

• Measured via NASA-TLX scale: novices averaged 67/100, trained participants averaged 

42/100. 

4.2.3 Verification Strategies 

• Users cross-referenced AI outputs with external sources and flagged suspicious 

information. 

• Verification reduced errors by ~35%. 

4.2.4 Ethical Awareness 

• Participants recognized potential biases, privacy concerns, and accountability gaps. 

• Ethical awareness influenced the likelihood of double-checking AI-generated outputs. 

4.3 Error Classification 

AI-generated errors were categorized into five groups: 

Table 4.3: AI-Generated Error Classification 

Error Type Frequency (%) 

Hallucinated Facts 45 

Logic Problems 30 

Fabricated Citations 18 

Omitted Important Info 27 

Biased/Unverified Assumptions 22 

 

Note: Percentages indicate frequency of error types. Hallucinations and logic errors are the 

most common; totals based on 30 participants × average errors. 

Example Calculation: 

30 AI-assisted participants generated an average of 9.2 errors each: 

• Total errors=30×9.2≈276 

• Hallucinated facts ≈ 45% × 276 ≈ 124 

• Logic problems ≈ 30% × 276 ≈ 83 

4.4 Integrated Findings 

Key insights from the combined quantitative and qualitative analyses: 

1. Productivity vs. Accuracy Trade-off: AI accelerates task completion (~37%) but introduces 

additional errors. 

2. Human Verification is Essential: Verification strategies reduce errors by ~35%. 

3. Task Complexity Matters: Errors increase with task complexity, particularly for novice users. 
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4. Ethical Risk Awareness: Awareness of bias, privacy, and accountability influences verification 

and error mitigation. 

5. Error Predictability: Hallucinations, logic errors, and omissions follow predictable patterns. 

6. Global Relevance: Findings align with MIT, Wharton, Nature, PNAS, NHS, and Stanford 

studies. 

4.5 Cross-Task Comparison and Advanced Statistical Modeling 

Table 4.4: Cross-Task Performance Metrics by Task Type 

Task Type Avg. Time 

Human 

Avg. 

Time 

AI 

Avg. 

Errors 

Human 

Avg. 

Errors 

AI 

Avg. 

Quality 

Human 

Avg. 

Quality 

AI 

Writing 48.2 29.1 7.0 8.5 7.1 7.5 

Summarization 42.5 25.0 6.2 7.8 7.3 7.8 

Decision 

Support 

51.0 32.5 8.5 10.1 7.0 7.2 

Problem-

Solving 

55.3 34.0 9.2 12.3 6.8 7.0 

 

Note: Avg. completion time, errors, and quality scores for human vs AI across task types. AI 

improves speed but slightly increases errors in complex tasks. 

• AI reduced completion times by 32–39%, greatest for summarization tasks. 

• Error rates increased slightly for decision support and problem-solving tasks. 

• Quality improvements were modest in writing and summarization; negligible in high-

complexity tasks. 

•  

Figure 4.1: Task Completion Time Across Human, AI-Assisted, and AI-Only Groups 

Note: AI-assisted participants complete tasks ~37% faster than human-only, while AI-only 

outputs serve as benchmarks. 

 



LEX LOCALIS-JOURNAL OF LOCAL SELF-GOVERNMENT        
ISSN:1581-5374 E-ISSN:1855-363X        
VOL. 23, NO. S5(2025) 
 

3419 

 

 

 

4.5.1 Advanced Statistical Modeling 

a. Two-Way ANOVA 

• Tested effects of group (Human vs. AI) and task type on completion time. 

• Results: significant main effects for group F(1,116) = 145.6, p < 0.001 and task type 

F(3,116) = 12.3, p < 0.001; significant interaction F(3,116) = 4.2, p = 0.008. 

4.5.2 Regression Model for Error Prediction 

E=β0+β1C+β2U+β3T+ϵE 

Adjusted R² = 0.52 

• Significant predictors: task complexity (β1 = 1.38, p < 0.01), user experience (β2 = -0.91, 

p < 0.05), task type (β3 = 0.8–1.2, p < 0.05). 

Interpretation: 

• Complexity strongly predicts errors, moderated by user expertise. 

• Problem-solving tasks were most error-prone; summarization was least. 

• Advanced modeling supports strategic planning for AI supervision. 

4.6 Integration of Quantitative and Qualitative Insights 

4.6.1 Productivity vs. Accuracy 

• AI accelerates task completion (32–39% faster) but increases errors by 15–25% in complex 

tasks. 

• Novices over-trust AI; experts double-check outputs. 

• Recommendation: Combine AI support with user training for complex assignments. 

4.6.2 Task Complexity and Error Patterns 

• Hallucinations and logic errors occur mainly in decision support and problem-solving 

tasks. 

• Regression models and error categorization confirm predictable, task-dependent error 

patterns. 

4.6.3 Ethical Considerations and Human Oversight 

• Ethical awareness reduces AI-assisted errors by ~35%. 

• Training on AI limitations enhances productivity and reliability. 

4.6.4 Actionable Synthesis 

• Structured tasks (summarization, routine writing): High productivity gains, low error 

increase → suitable for automation. 

• Complex tasks (problem-solving, decision support): Moderate speed gains, high error risk 

→ require human verification and ethical oversight. 

Recommendations: 

• Implement tiered AI deployment based on task complexity. 

• Integrate real-time verification protocols to mitigate hallucinations and logic errors. 

• Conduct training programs to enhance trust calibration and ethical awareness. 
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Figure 4.2: Relationship Between Task Complexity and Error Frequency 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note: Errors increase with task complexity, particularly for novice users. Regression models 

confirm predictable error patterns. 

5. Discussion 

The findings of this study provide a nuanced understanding of human–AI collaboration in 

professional knowledge work, revealing both benefits and limitations of AI assistance. Across all 

tasks, AI tools such as ChatGPT, Copilot, and Claude significantly reduced task completion times, 

consistent with prior research by MIT and Wharton, which reported productivity gains of 30–40% 

in writing and consulting tasks. However, this speed advantage was accompanied by a measurable 

increase in errors, particularly in complex tasks such as decision support and problem-solving. 

5.1 Speed versus Depth 

While AI accelerates task completion, it often does so at the cost of depth, nuance, and critical 

reasoning. Participants frequently produced outputs that were superficially coherent but contained 

logical inconsistencies, hallucinated facts, or omitted critical information. This aligns with studies 

published in Nature and PNAS, which highlight that AI models may generate plausible-sounding 

yet inaccurate or biased content. In effect, AI functions as a productivity amplifier but cannot fully 

replace the critical judgment of human professionals, especially in high-stakes domains like 

healthcare, law, and strategic decision-making. 

5.2 Over-Trust and Verification 

Another critical insight is the over-reliance on AI outputs, particularly among novice users. Survey 

and interview data revealed that participants with limited experience tended to accept AI 

suggestions without verification, leading to an elevated error rate. In contrast, experienced users 

were more likely to cross-check AI-generated information, mitigating risks. This finding 

corroborates the observations of the UK’s Alan Turing Institute, which warns that user over-trust 

can amplify systemic errors and ethical risks in professional settings. Therefore, trust calibration 

through training emerges as a key requirement for safe and effective AI adoption. 
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5.3 Differential Benefits for Novices and Experts 

Interestingly, novices often benefited more from AI assistance in simple, structured tasks, such as 

summarizing reports or writing standard documents. They experienced significant speed gains 

without severe penalties in quality. Experts, however, showed smaller relative improvements in 

these tasks, as their baseline performance was already high. Conversely, in complex tasks, experts 

were more adept at leveraging AI outputs while correcting mistakes, whereas novices struggled, 

highlighting the importance of user expertise in moderating AI effectiveness. 

5.4 Task-Specific Automation Considerations 

The study confirms that not all tasks are equally suited for AI integration. Low-complexity, 

structured tasks, such as summarization or data extraction, are safer for automation due to fewer 

logic-dependent decisions and lower risk of hallucinations. In contrast, tasks requiring deep 

reasoning, ethical judgment, or multi-step problem-solving such as legal drafting or medical 

decision support carry higher error rates and ethical risks when AI is involved. This finding aligns 

with NHS trials in AI-assisted diagnostics, where AI improved efficiency but required human 

verification to avoid critical mistakes. 

5.5 Alignment with Global Literature 

Overall, the results corroborate and extend existing literature. The productivity gains, error 

patterns, and trust-related behaviors observed mirror trends reported in MIT, Wharton, and 

Stanford studies. Yet, this study adds a cross-domain perspective, integrating productivity, error 

classification, and ethical considerations simultaneously a gap in many previous investigations. 

By doing so, it highlights the complex interplay between AI capabilities, task type, and user 

behavior, offering actionable insights for professional adoption strategies. 

6. Ethical Implications 

The adoption of AI tools in professional knowledge work raises significant ethical considerations. 

While AI can enhance productivity, it also introduces risks related to bias, transparency, privacy, 

and accountability. Understanding these risks is crucial for developing safe and responsible 

human–AI collaboration practices. 

6.1 Bias 

AI systems are trained on large datasets that may reflect historical inequalities, cultural 

assumptions, or societal biases. As a result, these systems can replicate or amplify bias in 

professional outputs. For example, in hiring, legal, or medical decision-making, AI-generated 

recommendations may disproportionately favor or disadvantage certain demographic groups. In 

this study, biased assumptions were detected in 22% of AI outputs, aligning with findings from 

the EU AI Act and NIST reports, which highlight systemic fairness concerns. Users who were 

unaware of these risks often failed to critically evaluate AI suggestions, increasing the likelihood 

of ethical lapses in task execution. Addressing bias requires careful dataset curation, algorithmic 

audits, and user training to ensure that outputs are critically assessed before implementation. 

6.2 Transparency 

Many AI tools operate as “black-box” systems, providing outputs without a clear explanation of 

their reasoning. This lack of transparency complicates user trust calibration and error detection. In 

high-stakes environments, such as legal writing or clinical decision support, the inability to trace 

AI reasoning can lead to over-reliance on flawed outputs. Participants in this study reported 
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confusion when AI outputs were internally inconsistent or logically unsupported, emphasizing the 

need for explainable AI (XAI) mechanisms. Transparency is not only an ethical imperative but 

also a practical necessity for verifying accuracy, ensuring accountability, and fostering confidence 

in AI-assisted workflows. 

6.3 Privacy 

AI systems require user input data, which may include sensitive or proprietary information. In 

knowledge work contexts, sharing confidential documents, client data, or personal identifiers with 

AI platforms introduces potential privacy breaches. In our study, 40% of participants expressed 

concerns about inadvertently exposing sensitive information during AI-assisted tasks. These 

concerns echo UNESCO and Harvard recommendations on data protection, underscoring the 

importance of secure platforms, anonymization practices, and clear data-use policies. Failure to 

safeguard privacy can compromise both ethical standards and legal compliance. 

6.4 Accountability 

A critical ethical question is who bears responsibility when AI-assisted outputs lead to errors or 

harm. While AI can generate content, humans ultimately decide whether to act on it. In 

professional settings, accountability may be diffused, especially when decision-makers over-trust 

AI suggestions. This study found that participants who relied heavily on AI without verification 

were more likely to commit mistakes, highlighting the need for defined roles and responsibilities 

in AI-assisted work. Policies should clarify that human users remain accountable for outcomes, 

with AI serving as a support tool rather than a decision-maker. 

6.5 Risk Mitigation Strategies 

To reduce ethical risks, several practical measures are recommended: 

• Double-Checking AI Outputs: Encourage verification against trusted sources, especially 

for high-stakes tasks. 

• Limiting AI Use in Critical Decisions: Reserve AI support for low-to-medium risk tasks 

unless human oversight is guaranteed. 

• User Education: Train professionals on AI capabilities, limitations, and common error 

patterns, fostering critical thinking and ethical awareness. 

Implementing these strategies can balance AI efficiency with ethical safeguards, ensuring that 

productivity gains do not compromise fairness, privacy, or accountability. 

7. Conclusion 

This study explored the multifaceted dynamics of human–AI collaboration in professional 

knowledge work, focusing on productivity, error patterns, and ethical risks. The findings indicate 

that AI tools such as ChatGPT, Copilot, and Claude significantly enhance task completion speed, 

particularly for structured and repetitive tasks like summarization and routine writing. However, 

these efficiency gains are often accompanied by increased errors, especially in complex, multi-

step decision-making tasks. Users’ expertise and verification behavior play a critical role in 

moderating these outcomes; novice users are more prone to over-trust AI outputs, whereas 

experienced professionals leverage AI more effectively while correcting mistakes. The study 

further highlights substantial ethical implications, including bias, privacy concerns, transparency 

limitations, and accountability challenges. AI can inadvertently perpetuate systemic biases, expose 

sensitive information, or produce outputs that are difficult to interpret, emphasizing the necessity 

of human oversight. 

For professionals integrating AI into daily workflows, these findings underscore the importance 

of balancing speed with accuracy and critical evaluation. Practical strategies include training users 
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in AI literacy, designing AI systems with explainability and error alerts, and establishing safe-use 

guidelines tailored to task complexity. In conclusion, AI has transformative potential but cannot 

replace human judgment in high-stakes decision-making. Organizations and practitioners must 

prioritize ethical awareness, user education, and intelligent system design to maximize benefits 

while minimizing risks. By adopting these measures, human–AI collaboration can become both 

productive and ethically responsible across sectors. 
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