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Abstract An AI-driven Courtroom simulation for Indian Law marks a transformational step in the realm of legal 

education. Alongside theoretical knowledge, practical exposure of the same teachings propels students to learn better, in 

a more engaged manner. This research combines the use of Natural Language Processing (NLP) along with Large 

Language Models (LLM) to ensure that users can communicate with the system via the use of textual inputs. Users, who 

can play the role of an attorney, receive relevant, real-time responses from the system which comprises of an opposing 

AI counsel and a simulated AI Judge. To add an element of realism to the userexperience, this application also produces 

synthetic cases that are derived from real life scenarios. These efforts make sure that students, irrespective of their 

financial or social backgrounds can utilize this application to get hands-on experience in a courtroom setting, hence filling 

the gap between classroom learning and real-world exposure, while enhancing the accessibility of the same.  

 
Keywords AI-Powered Courtroom Simulation, Legal Education Technology, Natural Language Processing (NLP), Large 

Language Models (LLMs), Synthetic Case Generation, Experiential Learning  

 

1. Introduction   

As the rapid expansion of innovation in Artificial Intelligence into newer fields (Yang et al. 2024) is 

reshaping industries, from healthcare to finance, where now its impact on education today is clearly 

understood. Artificial Intelligence has enabled transformations and has added significant impact on 

legal education programs, largely because traditional modes of education cannot properly develop 

students with real-life situations that may arise. Conventional legal education training are constricted 

to classroom theory and case studies. While they may be helpful, they are not capable of creating the 

kind of dynamic unpredictability of an actual trial that may be useful in the transition to actual practice 

of such legal skills.  

 

This AI-driven courtroom simulations bridge the gap and offer a new and highly impactful solution 

to this problem. These simulations offer an interactivity platform for students to actively engage in 

the most realistic legal scenarios by using sophisticated NLP and resources such as LLMs. Apart from 

supporting theoretical learning, it offers experiential training in essential skills such as the art of 

persuasiveness, instant thinking, and successful articulation of ideas which is a very crucial part of 

the legal profession.  

 

This system was developed by using a Large Language Model (LLM) based on Indian Law. It consists 

users acting as professional lawyers, either plaintiff lawyer or defendant lawyer. This simulation was 

designed to be immersive, having users present their arguments and being countered by the AI 

lawyer’s counter-arguments, and receiving a verdict from a judge. This promotes quick thinking and 

practical problem-solving.  

mailto:2parthrana1023@gmail.com
mailto:3pranavn916@gmail.com
mailto:4prasiddhiagarwal03@gmail.com
mailto:5savlayashvid@gmail.com


LEX LOCALIS-JOURNAL OF LOCAL SELF-GOVERNMENT  
ISSN:1581-5374 E-ISSN:1855-363X   
VOL. 23, NO. S6 2025)                  
 

1481 

 

This project looks at how AI-powered courtroom simulations can reshape the way law is taught and 

learned. By blending the intelligence of advanced technology with the real needs of legal education, 

it offers students a chance to move beyond textbooks and actively experience what it’s like to be in a 

courtroom. These simulations help build essential skills that every lawyer needs, such as thinking on 

your feet, making strong arguments, and speaking clearly. What’s more, they open up access to this 

kind of hands-on learning for students from all walks of life. As legal challenges grow more complex, 

this approach aims to better prepare future lawyers for the real world in a way that’s practical, 

inclusive, and engaging.  

This platform features a robust AI-powered courtroom simulation bases on Indian Law where the 

goal is for users to work with procedurally generated cases, like civil, criminal, etc., with factual 

briefs, evidences, witness statements, and citation of statures. Users will be able to replicate actual 

courtroom experience of stating their arguments and receiving counter arguments while still being 

within the boundary of law. The current model of the courtroom simulation has an interactive 

response system that allows for real time interaction with users and has a visual user interface that 

will work within the simulation to provide guidance to the students. An AI-powered analysis module 

evaluates users’ arguments, use of admissible case law, courtroom etiquette, and the AI Judge’s 

ruling, as well as provide users with a dashboard for tracking their cases.  

Although previous studies have made strides in legal NLP, document retrieval, outcome prediction 

and tooling for legal practitioners, a review shows no existing system that incorporates (a) 

jurisdiction-specific synthetic case generation, (b) adversarial, role-based LLM agents (e.g., opposing 

counsel and judge), and (c) automated, pedagogical performance analytics in a single end-to-end 

framework and experience designed for Indian law. Contributions available seem to focus on one or 

two of these aspects (for example and mostly, retrieval and summarization, or narrow outcome 

prediction) but could not provide a live and interactive courtroom simulation that generates new fact 

patterns, enforces procedures, and provides real-time evaluation of student advocacy. The present 

design was inspired by the lack of such an experience in the literature: through an integration of 

retrieval augmented generation, disciplined prompt programming, and a case-management pipeline, 

a cohesive learning experience was created missing in the reviewed literature.  

 

In the sections that follow, this paper details the work undertaken across the review, design, 

implementation, and evaluation stages of this AI-powered courtroom simulation project, all driven 

by a common purpose. Section 2 presents a thorough review of existing and curated literature in legal 

AI, covering topics such as natural language processing for legal content prediction, customizable 

document markup tools, interactive courtroom simulations, and explainable AI frameworks. Each is 

critically assessed for its educational value, legal relevance, and practical implications. Section 3 

explains the system design, including a responsive web-based frontend, structured databases for users 

and cases, large language model modules for simulating the roles of lawyers and judges, and real-

time data pipelines that power the interactive courtroom. In Section 4 focuses on the implementation 

phase, outlining how this project translated the design into a functional platform by select ing the 

appropriate technology stack, defining database schemas, integrating APIs, and coordinating LLMs 

to ensure procedural accuracy and scalability. In Section 5, presents the results section which shows 

how effective this platform is in creating synthetic cases. These visuals demonstrate how students 

actively engage with the platform creating cases, examining evidence, and practicing advocacy in 

real-time. Taken together, these chapters highlight how the AI Courtroom platform fosters 

experiential learning, equipping law students from diverse backgrounds with the critical thinking, 

advocacy, and courtroom skills essential for modern legal practice.  

 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.51s4c66xfwdu
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.51s4c66xfwdu
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.51s4c66xfwdu
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.royuthgrv64i
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.royuthgrv64i
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.royuthgrv64i
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.royuthgrv64i
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.49xz07soh8za
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.49xz07soh8za
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.49xz07soh8za
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.7eyjp1y77p5y
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.7eyjp1y77p5y
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.7eyjp1y77p5y
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2. Literature Survey  

There has been not much development of artificial Intelligence in the area of legal education, even 

though profound progresses have been made in many diverse fields such as medical domain, 

economics and client care. The ongoing research emphasizes AI utilization in legal document 

analysis, information retrieval and judgement prediction. Given below, the literature survey 

highlights important groundwork in law-related NLP, annotations, judgement and reasoning, which 

lays the foundation of this ingenious platform.  

 

The contribution by (Khan et al. 2023) in "Artificial Intelligence and Machine Learning in Legal 

Research" states the importance of analysis of citations, NLP and prediction-based analytics for an 

improved accuracy and efficiency in legal information retrieval. This knowledge motivated us to 

implement retrieval-augmented generation pipelines and previously trained legal NLP software for 

optimization of legal document summary and research on statutes.  

The usefulness of explainability in legal AI is emphasized by (Richmond et al. 2024) in "Explainable 

AI and Law: An Evidential Survey", which calls for model transparency. It is in alignment of 

normative needs of legal reasoning. This project brings these ideas together like returning the 

arguments with legally sound justification. Their types of legal inference serve as inspiration for how 

the system applies argument-structured explanations to decision sup-port tasks in law.  

 

Finally, the system architecture features a modular development framework (Topsakal & Akinci 

2023) “Creating Large Language Model Applications with LangChain.” Each component of 

LangChain like prompt templates, memory, retrievers, and agents, provides a framework for 

integrating legal databases, maintain contextual state, and facilitating a more dynamic interaction. 

While there is limited performance metrics, there is the clear flexibility of the framework allows us 

to develop the AI Courtroom application.  

 

The art of persuasiveness, quick wit, and adaptability to continuously changing environments is also 

required in addition to mastery of rules and precedents. The traditional teaching methodologies that 

are mostly theoryfocused alone are not enough for individuals to gain all such holistic skills. Modern 

developments in AI aided us in building courtroom simulation that makes use of realistic scenarios 

for cases, hearing opposing counsel and conclusive judgements. To ensure the soundness of context 

and cultural appropriacy of simulation, fine tuning of language models on Indian legal corpora is 

performed alongside customization with the vast legal corpus found in India. Students across the 

country can benefit from the real-time feedback and performance analytics promoting experiential-

based learning for practice.  

 

3. Proposed System  

The current study emphasizes the system design and development of the intended system with a 

systematic and effective method to solve the problem that has been identified. This section presents 

the main architecture via an extensive block diagram providing a lucid visual representation of the 

components of the system and how they interact with each other. In addition, the process of 

implementation is presented in a systematic flowchart, and then the design of an easy-to-use 

Graphical User Interface (GUI) that facilitates user interaction and system usability. All these 

constitute the core of the proposed solution and inform its practical implementation.  

This project is intended to create a live platform for students of law to exercise legal reasoning and 

argumentation in cases involving Indian law. Through mimicking courtroom conditions, it makes 

students learn more effectively about Indian legal doctrines and build critical legal competencies.  

 

This project is designed for Law students of all levels, from a freshman learning the fundamentals of 

criminal law to senior students preparing for practice within the courtroom. Synthetic Case 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.svmqfwyooaty
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.svmqfwyooaty
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.mwxy4j1wjys0
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.mwxy4j1wjys0
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.26c4x9gt7diy
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.26c4x9gt7diy
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Generation is a feature offered by the platform, which produces an interactive and realistic learning 

experience of a legal simulation.   

Definition Synthetic Cases are case scenarios produced through an LLM wherein cases are produced 

and are in accordance with data privacy standards.   

 

The emphasis of Synthetic Cases is authenticity of courtroom proceedings in a legal and moral 

context. It includes features such as Case-Specific Legal Argumentation, whereby the interactor can 

role-play as an advocate where a legal argument is drafted based on Indian legal principles, law and 

precedents.   

Opposition AI Lawyer that is enabled through LLMs, which can respond to the user in real time by 

counterarguing what the user has presented and inducing greater critical thinking on the basis of next 

feedback and the overall case facts.   

AI Judge is also enabled using LLM, who hears out all arguments, from the user and the Opposition 

AI Lawyer, delivers judgment based on reason, precedent and fact; explains and justifies its verdict.  

User Feedback provides users with information in fine detail about their performance in relation to 

their strengths and areas to work on e.g., strength of argument, coherence of logic and employs 

references to law.  

The process starts with Case Setup, where users log into the system and choose a case involving 

Indian laws.  

The system then generates the case facts, its background, and applicable legal provisions. During the 

Courtroom Simulation, users present their argument through an easy-to-use interface. Following the 

submission of the argument, the Opposition AI Lawyer presents real-time counter arguments using 

legal data and logic.   

Upon submission of all arguments from both lawyers, Verdict Generation stage follows where the AI 

Judge gives an assessment verdict based on factors such as logical soundness, application of correct 

and relevant legal precedents, and their faithfulness to the facts of the case. This can involve selecting 

refuted arguments that the user initially thought were well supported in nature.   

Lastly, the system will offer Case Analysis, such as the user's progress, what opportunities were lost 

under the law, and recommend specific areas of improvement based on their submissions to foster 

teachable moments.  

The system is composed of several technical components that are intended to interact with each other. 

The Case Management System targets user-chosen cases, retrieves user case information, and formats 

data to be sent to LLM modules. The three main LLM components of this system are Case Generation 

module, Opposition AI lawyer module and the AI Judge module. Synthetic cases are produced by the 

Case Generation module which protects user confidentiality and displays relevant legal materials; 

Opposition AI Lawyer translates and interprets the user input, and responds with a thorough counter-

argument whereas the AI Judge weighs the scores assigned to both of them against each other to 

deliver a final verdict, which is based on many factors such as case law, deductive logic and argument 

vein data. The User Interface incorporates all of these together to ensure smooth functioning across 

modules by providing user-friendly interfaces that are simple to use and displays all the necessary 

information along with their performance feedback.  

 

3.1 Architecture Diagram  

The design approach is purposefully modular: a web user interface, which is lightweight, provides a 

front-end interface that directs their actions to a Case Management layer that oversees the retrieval, 

session state, and prompt construction. The core of inference can be thought of in three LLM 

modules- Case-Generator, Opposition Lawyer, and AI Judge- and communicates with a 

Retriever/Indexer for lookup of statutes and precedent; a Case Analysis module takes transcripts from 

the session and outputs from the model and provides structured feedback and learning indicative 

metrics. Any communication between components will use well-defined APIs and message contracts, 
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so modules/ parts of the system could be independently scaled, replaced, or calibrated. This 

modularity will also allow a more decentralized pace for parallel development and to simplify testing 

of the system (e.g. unit and integration testing). In addition, as the functionality and system evolves, 

future capabilities such as speech I/O, jurisdictions, or LLM backend could be accommodated without 

redesigning the entire system.  

  

 
Fig. 1 Architecture Diagram of AI Courtroom 

 

3.1.1 User Interface  

The user’s key starting point is the User Interface (UI), which allows them to interact easily via the 

web-based application. Either the students are presented with a list of precisely compiled legal cases, 

cases based on desired Indian Law-sections or system offered synthetic cases. Once selected, system 

begins working on customising the session experience and generating the required case material.  

 

3.1.2 Case Management System  

The Case Management System brings the two important data stores, namely the User Database and 

the Case Database, together. The User Database carries an up-to-date user profile for every 

individual, which comprises of access credentials, personal information and a case history of 

preceding sessions, arguments that were filed, system comments and decisions. The Case Database 

is an attentively curated repository of synthetic criminal law cases consisting of case details like 

evidence sets, relevant statutory references and thorough fact scenarios.  

 

3.1.3 LLM Modules  

3.1.3.1 Case Generation module   

The Case Generation module performs the task of generating synthetic cases, which is the innovative 

centre of the LLM Modules. From straightforward misdemeanour controversies, to intricate multi-

party conspiracies, it assembles rational, multilevel scenarios that also account for desired difficulty 

adaptation and emphasis to the theme selected by the user that matches their profile and performance. 

It makes sure that every synthetic case is consistent internally, legally sound, significant to law and 

yet rooted in reality to test user’s logical reasoning skills. This dynamic approach towards simulations 

that makes use of new synthetic problems rather than repeated static cases, aims to make users ready 

for real-world advocacy by promoting critical thinking.  
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3.1.3.2 AI Lawyer module   

The back-and-forth arguments of an actual courtroom are imitated through a chatbot-like system 

where students put forward their case law and cite verifying evidence and precedent in the courtroom 

simulation. The opening statement is immediately decided by the Opposition AI Lawyer module, 

which creates schemed counterarguments by examining student input and locate any logical legal 

misconception and raises evidence-backed objections, mimicking the impression of being confronted 

by an experienced opposing counsel.  

   

3.1.3.3 AI Judge module   

In the meanwhile, the impartial AI Judge module is reviewing and assessing, in real time, the legal 

points raised by the opposing side and the relative strengths and weaknesses of the user’s case and 

counterarguments. It assembles a well-written, cited, fact-based decision after examining procedural 

rules, citation citations, statutory reasoning, and case law.  

 

3.1.4 Case Analysis module  

The simulation cycle is completed when the Case Analysis module takes over at the end of each 

session. The data collected is used in the creation of a post-session performance report, which is saved 

as a part of the user’s Case History to track performance, find out patterns in their reasoning process, 

and monitor improvements.  

With the User Interface ensuring personalised interactions, the Case Management System equipping 

case details and tailored information, the LLM Modules aiding detail-oriented interactive experiences 

and the Case Analysis module enabling goal-driven feedback and skill learning for different users, 

all are connected in a smooth, well-fitted feedback loop.  

  

3.2 Workflow  

 
Fig. 2 Workflow of AI Courtroom 

 

As shown in (Fig. 2), the AI Courtroom simulation starts by the user signing into “Interactive 

Dashboard”, an overarching interactive control room so to speak, where you can see any current trials, 

key performance statistics from all previous trials, and links to start new exercises. If the student 

wishes to revisit an Active Case, they have direct access to the current fact pattern and arguments 

existing in the case, or if they don’t have an Active case, the application defaults to the Case 

Generation module. This can be an LLM-driven engine that digs up a massive trove of statute text, 

evidence packets, reported cases and rules of procedure in order to build a new reconstructed case 

from scratch. In fact, users can also create a virtual case by simply selecting the relevant legal issues, 

or sections of law, they are interested in, for example, select contract-law and duress, and chain of 

custody in relation to a conviction from a criminal proceeding. The new case can be fit to their 

learning needs and difficulty. When a case is selected or opened, Case Details view shows everything 

including: the chronology; the eyewitness; forensic, and crime scene reports; the relevant statutes and 

previous decisions, all structured and in a working format that you can search.  

Now there will be a decision node here called "choose a side". The user would click on either of the 

causes, Plaintiff Lawyer or Defence Lawyer. From that point, depending on which choice was made, 

the game will react, and advance the Courtroom Simulation. During the choice of roles, the two paths 
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will converge at the Courtroom interface, a chat-based system that will have a "virtual" courtroom 

and courtroom environment. Here the relationship between the user and system is adversarial - with 

the user providing typed arguments, e.g., citation of statutes, evidences, precedents, and the 

Opposition AI Lawyer  module arguing back, based on a higher-level counter-argument. The AI 

opponent may flag nonsensical statements on either the plaintiff's or the defence side, or call-out 

procedural objections - e.g., hearsay, or no foundation, and will cite opposing authorities - all of 

which the user must address and which by addressing allows the user to go further down the path 

with their legal arguments. The complete User Submits Argument and LLM Lawyer's Counter 

Arguments process could be repeated indefinitely until the judging stage, if needed to replicate the 

judging/sentencing aspect of a real courtroom and prompts very reflective, critical thinking about the 

issue being considered.  

Once they feel they have made the most compelling response to their particular side, the user indicates 

readiness to move to Collapse Argument, the LLM Judge module is activated. The AI Judge then 

leverages the law of procedure, canons of statutory construction and the factual record that was built 

in the previous interaction to issue a full opinion, declare a winner, analyse the legal reasoning for 

that decision, which arguments were likely the most compelling and provide analysis on what was 

likely the weakest point in the argument. In Case Analysis module, the system compiles all of the 

session data into a detailed performance report, automatically evaluating citation use, aspect of 

reasoning, and objection handling. It also records case completion on the student’s progress log.  

   

3.2.1 GUI Workflow   

 
Fig. 3 Case Details Page of AI Courtroom 

  

In (Fig. 3), the Case Details page fully engages the user in the full text of their selected case in a 

dark-mode interface, designed to direct attention to the content. The top of the page displays the "Case 

Details" header, and on either side of it are “Active” status and “Back” button. Beneath the header, 

the case title reads “State vs. Vikram Reddy”, followed by the title of court caption, file number, 

CNR, and particular parties to the action; all displayed in a clear, monospaced document panel, 

presented in the manner of actual court documents. The page is designed to allow students to scroll 

through every fact allegation, witness statement, and statutory citation without interruption, while the 

static navigation bar presents the opportunity for the user to switch to Profile, Feedback, Settings, or 

cases, whenever they choose. The format is immersive and approximates the case reading experience 

in an actual law-office environment.  
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Fig. 4 Courtroom Page of AI Courtroom 

 

Next follows the Courtroom Page. As outlined above in (Fig. 4), this interactive courtroom 

perspective places students in a simulated hearing in court. Below these dialogue boxes, the textual 

input area invites the user to draft their next arguments.   

   

 
Fig. 5 Verdict Generation of AI Courtroom 

  

The (Fig. 5) illustrated in the Report represents the Final Verdict modal in the AI Courtroom, 

signalling the successful closure of a courtroom simulation. At the top of the window, a green badge 

labelled "Verdict Passed” indicates that the AI Judge has delivered a formal judgment. For reference, 

it also contains the title of the case, the parties to the case, and the date on which the verdict was 

rendered. The central white document pane shows a judgment, in an official style published by a 

court, as well as a case title, the court name, and section labelled "FACTS". This indicates both the 

AI judge's evaluation of the arguments, submissions of the claimant and respondent respectively, 

demonstrates how the AI system, ultimately, simulates the legal reasoning that a human decision-

maker would undertake in real life, and actually produces its malignancy in formal legal language 

ensuring that users have access to an authentic learning experience in a courtroom environment.  
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Fig. 6 Case Analysis  of AI Courtroom 

 

The (Fig. 6) shows a window of the Case Analysis of AI COOURTROOM. The Outcome section 

indicates the defendant lost the case, the petition was dismissed with FIR is upheld under specific 

sections of Indian Penal Code. The Reasoning section indicates that the court reasons were based on 

prima facie evidence which shows cheating, and criminal breach of trust, and forgery. 

 

4. Implementation  

The implementation carbon copy the architecture into a reproducible stack: Web frontend (Next.js) 

for courtroom interactive UI, a backend API layer (FastAPI) that interned sessions and rate limits, 

document store for user profiles and case artifacts. LLM calls flow through a prompt-templating 

service and retrieval layer (vector index + metadata) , so generation is always grounded in legal texts; 

prompts are also versions to add support for incremental improvement and evaluation. The key 

engineering considerations handled during implementation addressed prompt safety (constraints and 

guardrails), audit logging for reproducibility, data privacy for synthetic case outputs, and automated 

test harnesses that checked both functional flows and legal formatted outputs. Choices for deployment 

were durable and scalable: containerized services, CI/CD pipelines for model and prompt updates, 

monitoring for latency and correctness.  

 

4.1 LLM Modules   

Every LLM module in our approach is designed with a specified role and a constrained generation 

protocol. The Case Generation module uses prompts plus templates to create internally consistent 

fact patterns and statutory mappings; the Opposition Lawyer module receives a developing case 

history and is constrained to argue solely from the facts presented and authorities cited; the AI Judge 

module utilizes a FIRAC-style reasoning template to produce structured judgments and findings.  
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4.1.1 Case Generation Module  

 
Fig. 7 Prompt for generating Synthetic Cases 

  

The (Fig. 7) begins the prompt for the Case Generation module to tell the LLM to play the role of 

generating synthetic cases for the system that is entirely unique, with respect to the Indian Penal Code 

and that includes exactly the user-specified cases and further, from the IPC, two or three IPC sections 

in context. It also demands for creativity in LLM, since new facts has to be created, truth about 

socially acceptable India names, diversity of socioeconomic status of people, truth about places being 

connected to objects so that it makes easier to distinguish between the generated instances. It also 

invokes to make court petition which can only be text formatted as markdown wherever the petition 

to be. The mixture of creative style and legal stuff makes writing such cases difficult, and how original 

generated case claim to be can be the Case Generation module originated claim about how authentic 

the true legal document seems to be.  

  

 
Fig. 8 (Contd.) Prompt for generating Synthetic Cases 

  

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.wn8rxqy5exhx
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.wn8rxqy5exhx
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The (Fig. 8) closely examines the opening niceties of the petition. It demonstrates exactly how one 

can frame the issue to the court, and who to call what. There is no way the drafter, the author of the 

case title, would have been able to write “State vs Accused” or “Petitioner vs Respondent” inside a 

“IN THE MATTER OF” then head without the context in which the dispute arose clearly reflected 

in the title. In the "BETWEEN" part of the petition, the name of the parties would be mentioned 

detailing their name, age, occupation, father's name and the complete address that would include a 

line for the petitioner/applicant and another line for the respondents/accused parties.  

  

 
Fig. 9 (Contd.) Prompt for generating Synthetic Cases 

  

The (Fig. 9) which continues the prompt, the LLM must type "PETITION UNDER SECTION _ 

READ WITH IPC SECTIONS _," listing both the section of law under which the primary and related 

charges would be brought; and (iv) incorporate the following as a heading under the "PETITION 

UNDER SECTION _ READ WITH IPC SECTIONS _" heading, "RELATED IPC SECTIONS," and 

beneath each additional statute list a brief description of the legal connection of the statutory violation 

to the substantive offenses. It also shows the body of the petition.  

Next, the "BACKGROUND AND CHRONOLOGY OF EVENTS" features an understandable 

compilation of the case. Likewise, the date or dates when facts mentioned in the petition will, with 

the specificity mentioned in the petition, how the action or in action which concerns the said facts 

can be fitted either against substantive part of the core sections of the IPC or the related sections so 

that there is a statement of facts.  

  

 
Fig. 10 (Contd.) Prompt for generating Synthetic Cases 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.v7z8thvj0rzi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.v7z8thvj0rzi
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Next, the (Fig. 10) states that “GROUNDS” require, in a narrative-style paragraph, the legal basis for 

relief, which supplements the factual basis for relief and references to any procedural allegations, law 

violations and evidentiary challenges. And, lastly, the “EVIDENCE (IF APPLICABLE)” asks the 

LLM to put witness statements and physical / digital evidence, piece by piece, into a narrative and in 

this narrative show, with the ruling provision of IPC in mind, how they affirmatively restrain the IPC 

provision, supported in logic and structure of the argument of the Petition.  

  

 
Fig. 11 (Contd.) Prompt for generating Synthetic Cases 

 

The (Fig. 11) presents the final portions of the request, and LLM is requested to complete phrases 

“PRAYERS (RELIEFS CLAIMED)” in normal linguistic form. The petitioner is decently praying 

for passing relief in the nature of quashing of an FIR or granting of interim relief which are the 

appropriate reliefs which can flow from the alleged lapses of statutory provisions. Then comes 

“VERIFICATION,” a pompous 1st-person verification that all things in the petition are true as the 

deponent in knowledge thereof; and it gives you a little idea of what filing some actual document in 

court must be like. The prompt then provides for the lines for the petitioners signature and the 

signature block for the advocate, bearing his registration number, the street address of the advocate's 

office, the date and place are provided on the case file as if the case file were a real petition.  

And, finally, the prompt reminds the LLMs here to strictly conform to the format of a real court filing, 

because the LLM is to bold every section heading and key term in Markdown for the exactness of 

actual case records.   

4.1.2 AI Lawyer Module  

 
Fig. 12 Prompt for LLM to act as a Lawyer 

 

In (Fig. 12) prompt given is for role as the confident and experienced Indian lawyer is given as 

“ai_role” such that, the role of LLM as the lawyers for plaintiff/defendant, whichever is not chosen 
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by the user, it is arguing for a client at a virtual court room. The LLM is instructed by the prompt to 

only make arguments based on the facts in “history”, the case history which is all the arguments made 

by both sides, and “case”, the case details such as all the details generated by the Case Generation 

module. It also takes an adversarial position versus the user's side’s counsel “user_role”, where the 

side chosen by the user (plaintiff or defendant) lawyer. When an unauthorized fact, unsupported 

claim, or argument not based on the case history is presented, the LLM is asked to immediately and 

forcefully object, then politely correct the record. The prompt is instructing the LLM to be vigorous 

in its pursuit of client interests but wants to remind it to remain courteous and polite, and to mind the 

procedural rules. The LLM only cares about doing law correctly, keeping procedural discipline, and 

following with strictness the formalities of language in an Indian court. By this means the prompt 

restricts the possible things that can be spoken in the name of empirical facts and decorum and does 

not allow for any speculation to contest them. The LLM is given the freedom to play a disciplined 

advocate, to object on the basis of what may be unreasonable in-court argument, to respond in an 

appropriate manner to the prosecution’s assertions, to keep the mock trial process within the confines 

of the exercise.  

 

4.1.3 AI Judge Module  

 
Fig. 13 Prompt for the LLM to act as a Judge and generate Verdicts 

 

The (Fig. 13), prompt, is thorough instructions for AI to write a formal Indian court judgment and 

imposes strict formatting, stylistic, and procedural constraints to allow the output to read like a real 

High Court or Supreme Court order. It specifies the judge's role (e.g., "an impartial Indian Court 

judge"), specifies required header fields (e.g.: case title, court, case number, date, parties, and 

counsel), and prescribes specific heading rules and paragraph rules. For example, headings must be 

bold uppercase with no numbering, while paragraphs must have numbers sequentially throughout the 

judgment starting at "1" and have at least three sentences. The prompt maintains a neutral, succinct 

judicial tone, prohibits fabrication of facts, requires the use of a placeholder for citation, and instructs 

the model to note assumptions when inputs are missing.  

  

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.omobysakzwf8
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.omobysakzwf8
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Fig. 14 (Contd.) Prompt for the LLM to act as a Judge and generate Verdicts 

  

The (Fig. 14) shows the continuation of the instructions given to the impartial court judge role, 

focusing on the specificities of the content and structure requirements for the initial section of 

judgement. For the “FACTS” section, the prompt mandates a concise, chronological recital of 

material facts, instructing the LLM to clearly distinguish between undisputed and contested points 

and to reference evidence where available. It reinforces the rule against short paragraphs by directing 

the combination of sparse factual points to meet the minimum threesentence length, ensuring a 

comprehensive narrative. In framing the “ISSUES”, the LLM is directed to formulate precise and 

neutral legal questions that are directly tied to the pleadings and facts, preventing the introduction of 

biased or irrelevant lines of inquiry. For both the “PETITIONER'S ARGUMENTS” and 

“RESPONDENT'S ARGUMENTS” sections, the prompt requires a summary of each party's 

contentions.  

  

 
Fig. 15 (Contd.) Prompt for the LLM to act as a Judge and generate Verdicts 

  

The prompt in (Fig. 15) provides instructions for the central analytical sections of the judgment, 

guiding the LLM from legal interpretation to a final decision. In the “ANALYSIS OF THE LAW” 

section, the LLM is required to state the relevant legal principles and statutes, providing a simple, 

one-sentence explanation for each and strictly limiting direct quotes to encourage paraphrasing and 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
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synthesis. The “COURT'S REASONING” section outlines a rigorous, step-by-step methodology that 

must be applied to each framed issue; this involves reciting facts, applying legal rules, addressing 

parties' arguments, and making explicit findings of fact where necessary, all while using purely 

declarative sentences. Finally, the “FINDINGS / DECISION ON ISSUES” section dictates a highly 

structured format for delivering the verdict, permitting a concise, single-sentence answer for each 

issue (e.g., "Answered in the affirmative.") followed by a separate, fully-developed paragraph if any 

further explanation is required. This bifurcated approach ensures that the court's ultimate findings are 

stated with absolute clarity, distinct from the detailed reasoning that supports them.  

 
Fig. 16 (Contd.) Prompt for the LLM to act as a Judge and generate Verdicts 

  

This The (Fig. 16) details the instructions for the dispositive and concluding sections of the judgment. 

For the “CONCLUSION”, the prompt directs the LLM to state the ultimate outcome of the petition, 

summarize the core reasoning that led to it, and clearly define the operative relief being granted. The 

subsequent “ORDER” section is framed to be purely directive, requiring the LLM to issue precise 

and practicable commands; it introduces a key stylistic exception, allowing for single-sentence 

directives when concision is vital for clarity, a departure from the general three-sentence rule applied 

elsewhere. Finally, the “FORMALITIES” section functions as the document's official seal and 

operates under its own distinct formatting protocols. The most significant rule here is the suspension 

of all paragraph numbering, with the prompt instead requiring unnumbered lines for the date and 

place of pronouncement, the judge's signature, and the list of counsel who appeared.  

  

 
Fig. 17 (Contd.) Prompt for the LLM to act as a Judge and generate Verdicts 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
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This The (Fig. 17) provides a set of overarching stylistic rules that consolidate and reinforce the 

instructions for the entire judgment-drafting task. It explicitly names the FIRAC (Facts, Issues, Rule, 

Analysis, Conclusion) approach as the guiding methodology and reiterates foundational rules such as 

the continuous numbering of paragraphs (except in the "FORMALITIES" section) and the absolute 

prohibition on inventing facts or legal precedents. The instructions emphasize a declarative tone by 

strictly forbidding any question marks and provide a clear protocol for handling insufficient input by 

stating the issue as an "Assumption". The prompt concludes by listing the input variables for the case 

and issuing the final directive to draft the judgment, ensuring it is logically reasoned and strictly 

adheres to the specified section order and Indian judicial style.  

 

5. Results  

The AI Courtroom simulation platform envisaged by the current research is unequivocally a major 

step in advancement for legal education. It closes the vital space between theoretical teaching and the 

development of practical skills. The platform allows future lawyers to engage with a simulated 

interactive and dynamic environment by playing out important elements of real courtroom dynamics, 

including persuasive arguments, legal analysis, and decision-making with compliance with 

procedural constraints.  

The system provides value beyond developing conventional approaches to pedagogy in law along 

with increase equitable access to experiential learning for users of diverse existence and locations. 

More importantly, the system's capability to provide relevant and jurisdiction-based context 

simulation based on Indian law can serve as an adaptable learning experience. As technology 

continues to develop for the practice of law, the potential for these smart, scalable platforms to be 

included in legal training is timely and necessary.  

  

Metric  
Placeholder 

value  
Notes  

Total Judgements 

analysed  
80  Number of real world judgements analyzed  

Total synthetic cases  80  Number of distinct case prompts in dataset  

Total judgments 

generated  
250+  One judgment per model per case  

Models compared  3  
Open AI GPT-5, Google Gemini 2.5 Pro, 

Deepseek R1  

Annotators (human)  3  Practising lawyers and law students  

Table 1 Metadata for Results 

 

The dataset for this study comprised a total of 80 real-world legal judgements and an equal number 

of synthetic case prompts, ensuring robust coverage and diversity in legal scenarios. For each case, 

three distinct artificial intelligence models (OpenAI GPT-5, Meta Llama 4, and Moonshot AI Kimi 

K2) were tasked with generating reasoned judgments, resulting in over 250 model-generated outputs 

across the dataset. Annotation and evaluation were conducted independently by a panel of three 

experienced legal professionals, including practising lawyers and law students. This metadata 

establishes the experimental scale and provides transparency on the comparative framework, 

highlighting both the variety of models and the rigorous human oversight implemented in the 

research.  

 

https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
https://docs.google.com/document/d/1e09ibviGbwhiDRNDLvRFT7LlNewcrCEi/edit#bookmark=id.fssnv7gj0bpi
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5.1 Judgements similarity score  

In total, the study produced 256 synthetic legal judgments, each mapped to one of 80 unique legal 

sections to ensure a wide-ranging evaluation across diverse legal topics. For every section, at least 

three variants of synthetic judgments were generated using three different AI models (Open AI GPT-

5, Google Gemini 2.5 Pro, Deepseek R1), allowing for a multi-perspective comparison against the 

original human judgment for each case. These paired comparisons between human-written and 

machine-generated judgments were then systematically aggregated, yielding a comprehensive dataset 

for rigorous analysis. This approach not only highlights the depth and breadth of the evaluation but 

also brings a nuanced, human-like comparison to the forefront of the research.  

 

5.1.1 One-to-One Similarity Scores  

For each pair of synthetic and reference judgments, five distinct similarity metrics were calculated to 

capture both surface-level and deeper semantic relationships. These included embedding the cosine 

similarity, which measures semantic closeness based on sentence embeddings, and TF–IDF cosine 

similarity, capturing the weighted lexical overlap between texts.   

  

 

 
Table 2 Average cosine similarity scores for multiple models 

 

The use of the structured template prompt was linked to higher similarity scores across multiple 

measures compared to basic zero-shot prompts. The difference showed up for both semantic measures 

(embedding cosine) and lexical measures (TF-IDF cosine) along with lower variability in similarity 

scores indicating more consistent alignment to the reference judgments. Gains were larger for 

semantic measures than for surface-based token/character overlap, suggesting that the template is 

prompting participants to reproduce the argument structure used in the judicial ruling and the 

prominence of relevant legal concepts, even if different words are used.  
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Table 3 Average jaccard similarity scores for multiple models 

 

The proportion of unique shared words was assessed using token Jaccard similarity, to add robustness 

to tokenization inconsistencies, character n-gram Jaccard similarity calculated overlapping sequences 

of characters (i.e., n) as shared. Lastly, at a higher processing level, weighted Jaccard similarity takes 

into account frequency of words and the relative weight of the tokens as the basis of a comparison. 

All comparisons noted in this surfacelevel analysis show that the use of the structured template 

prompt yielded higher scores than the basic prompts, especially with weighted Jaccard. These 

improvements indicate that the template prompt not only helped with semantic alignment but created 

further lexical and structural overlap and reduced differences in choosing words and expressions with 

the reference judgments.  

 

5.2.2 Pairwise Similarity  

To rigorously evaluate discrimination across the dataset, 10 judgements from the dataset were 

randomly taken from random models to calculate full 10×10 similarity matrices for each metric, 

providing a comprehensive view of how judgments compare on multiple dimensions. Visualized as 

heatmaps, these matrices revealed that both embedding and TF–IDF-based measures exhibit strong 

diagonal dominance, indicating that synthetic judgments most closely resemble their correct human 

counterparts in terms of semantic and lexical similarity.   

 
Fig. 20 Heatmap of average scores for embedding cosine similarity metric for 10 random 

judgements using proposed template 
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Fig. 21 Heatmap of average scores for embedding cosine similarity metric for 10 random 

judgements generated without proposed template 

According to the heatmaps, the embedding cosine similarity values are generally greater when the 

judgments were made with the template prompt than when they were made with a zero-shot judgment. 

Areas of greater and stronger similarity suggest that the template prompt provides stronger semantic 

direction, allowing the model to produce responses that are more similar to human judgments in 

meaning and logic. This shows that the template prompt produces better semantic alignment.  

The diagonal in the heatmaps has much higher values as they show strong similarity scores when 

comparing the judgments from the same case. The dominance of diagonal similarity shows that both 

real and synthetic data retained case-based consistency, as each judgment aligns most with its true 

case alternative. This pattern reinforces the reliability of the evaluation framework as it demonstrates 

that the model was able to differentiate between cases while retaining the semantic fidelity of 

judgments from the same case.  

  

In contrast, Jaccard-based metrics showed weaker diagonal patterns, suggesting they are more 

sensitive to paraphrasing and synonym usage and thus less effective at distinguishing true matches 

from similar-sounding variants. This nuanced matrix analysis allows for a more transparent 

assessment of model performance and underlying metric behaviours across the legal judgment 

dataset.  

 
Fig. 22 Heatmap of average scores for weighted jaccard similarity metric for 10 random judgements 

using proposed template 
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Fig. 21 Heatmap of average scores for weighted jaccard similarity metric for 10 random judgements 

generated without proposed template 

This supports the claim that embedding-based methods are better suited for capturing legal reasoning 

equivalence than purely lexical metrics.  

 

5.2 Summary of results section  

There is not enough usable data in court processes because case files are confidential and protected 

by attorney– client privilege, and most hearings were neither recorded nor transcribed. To address 

the restrictions of needing evidence, prompt engineering and large language models were used: 

several models were explored, refined the prompts, and generated synthetic case files from the 

template that specified elements of what would be necessary. The models were then prompted to take 

on the role of each of the adversaries, arguing as opposing counsel so that the exchanges mirrored the 

give and take which are expect to see in court hearings and yielded much richer, more varied, and 

fuller case transcripts than the restricted public transcript would have allowed.  

  

The embedding-based similarity metrics were conversationally higher than the Jaccard-based scores 

because embeddings rely on semantic relationships between words instead of lexical overlap alone. 

For example, sentencetransformer models such as “all-mpnet-base-v2” embed entire judgments in a 

high-dimensional vector space where semantically related sentences are closely positioned even if 

meanings, differences in vocabulary, phrasings, and structures are not exact matches. Such models 

are particularly well-suited for legal text in which the same argument may appear with different 

terminology from case to case.   

  

On the contrary, Jaccard similarity computed at the token level, character n-gram, and weighted TF-

IDF levels only includes surface level overlap for sets of tokens. Although Jaccard similarity captures 

the exact string of tokens, it punishes paraphrasing which is practiced in both authentic and synthetic 

judgments. For example, “offence under Section 302 IPC” and “charged with murder” would receive 

a low score on Jaccard similarity even though the meanings are similarly embedded in vector 

rankings. The large differences between the Jaccard variants and the embedded cosine scores is 

explained by this performance.   
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The better performance of the embeddings indicates that they are best suited for tasks that involve 

workload related to semantic equivalence or paraphrasing, while Jaccard similarity measures remain 

useful for detecting near duplicate or lexically comparable passages.  

  

The pairwise similarity matrices confirmed that the highest scores consistently appeared along the 

diagonal and indicated the one-to-one relationship of each synthetic judgment and the corresponding 

true human judgment. This is expected since the synthetic cases were developed to retain the same 

factual and legal story as the judgment from which they were extracted. Accordingly, the diagonal 

patterns validate that the similarity measures could reliably identify case specificity.  

  

It is interesting to note that some other cells also represented moderately high similarity scores. This 

is because many of the legal documents share common structure elements, statutory references, or 

provide identical legal reasoning, which could apply to sections of law. For example, two different 

cases that fall under the same penal code section may both contain nearly the same factual 

descriptions and legal wording. As a result, when using a similarity metric such as TF-IDF or even 

embeddings cosine similarity, there is a likelihood that overlap would still be noted across difference 

pairs. Again, the presence of off-diagonal similarity patterns exposes the challenge of distinguishing 

judgments that are similar in wording but different as legal documents and the value of also using 

multiple complementary metrics for evaluation.  

 

6. Conclusion  

The AI Courtroom simulation platform envisaged by the current research is unequivocally a major 

step in advancement for legal education. It closes the vital space between theoretical teaching and the 

development of practical skills. The envisaged platform allows future lawyers to engage with a 

simulated interactive and dynamic environment by playing out important elements of real courtroom 

dynamics, including persuasive arguments, legal analysis, and decision-making with compliance with 

procedural constraints.  

 Importantly, the high-quality prompt design demonstrated in the results is so effective that it can be 

seamlessly applied to any AI model, underscoring the platform’s versatility and potential for 

widespread adoption. The system provides value beyond developing conventional approaches to 

pedagogy in law along with increase equitable access to experiential learning for users of diverse 

existence and locations. More importantly, the system's capability to provide relevant and 

jurisdiction-based context simulation based on Indian law can serve as an adaptable learning 

experience. As technology continues to develop for the practice of law, the potential for these smart, 

scalable platforms to be included in legal training is timely and necessary.  

 

6.1 Future Scope  

The platform has excellent prospects for a more developed future than the limited text-based design 

presently. Speech-based interactions could be added to create authentic practice for oral arguments, 

and role players could be added as witnesses and jurors to immerse the user in the courtroom 

experience. Gamification can also keep the user engaged and follow their learning success wherever 

possible, multilingual functionalities promotes accessibility in a country like India that is culturally 

diverse. Finally, integration into current law school curricula and connecting to their databases will 

further align the application to academic and legal standards and making it relevant and necessary 

tool in this new era of legal education.  
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