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Abstract 

 Unusual crowd behavior in public places can quickly turn into dangerous situations if it goes 

unnoticed. For local governments, being able to detect and respond to such events in time is vital for 

protecting citizens and maintaining public safety. Although many video-based systems have been 
developed over the years to monitor crowds, most are still limited in their ability to recognize 

abnormal activities in real-world, real-time conditions. To address this gap, our study presents a 

Spatio-Temporal Crowd Detection and Tracking (STCDT) approach that analyzes movement patterns 

to identify unusual behaviors. The method applies clear rules to detect events such as crowd merging, 

sudden running, or splitting, which often signal risk. By providing timely insights, this system can 

support local authorities in making faster and more effective decisions during emergencies. We test 

the approach on well-known datasets including UMN, Avenue, and UCSD, and the results show its 

strong potential to improve local government response in managing public spaces safely. 

 

Keywords: Crowd Detection, Unusual Crowd Activities Detection, People Moving, and Spatio-

Temporal Analysis 

 

1. INTRODUCTION 

 Managing public safety in crowded spaces is a major concern for local 

governments, as unusual crowd behaviors such as sudden running, merging, or 

dispersal can quickly escalate into dangerous situations. Traditionally, surveillance 

cameras in public areas such as airports, educational institutions, train stations, 

markets, and stadiums have been monitored by human operators. However, 

continuous 24/7 monitoring is difficult, and lapses in concentration may lead to 

delayed recognition of abnormal events, creating serious safety risks [1]. This 

highlights the need for automated systems capable of detecting unusual events in real 

time. 

 In recent years, researchers have applied various artificial intelligence and 

pattern recognition techniques to video surveillance, aiming to identify unusual 

human actions and behaviors [2]. These systems define patterns through 

mathematical constraints and statistical measures to distinguish normal from 

abnormal activities. While progress has been made, traditional crowd detection 
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methods struggle in dense environments where overlapping individuals and complex 

interactions reduce feature extraction efficiency [3–6]. This makes it challenging to 

identify unusual events accurately in real-world conditions. 

 To overcome these challenges, several models have been proposed, including 

particle filters, spatio-temporal gradients, and optical flow-based approaches [5]. 

Many studies have focused specifically on crowded scenes, analyzing motion 

patterns to differentiate between normal and abnormal activities [6–12]. However, 

crowd motion is often unstructured, which limits the reliability of these methods [13–

16]. 

 In this context, the present work introduces a Spatio-Temporal Crowd 

Detection and Tracking (STCDT) technique designed to enhance local government 

response in managing public spaces. The proposed approach continuously analyzes 

crowd dynamics using detection and tracking methods, estimates unusual crowd size 

by modeling relationships between adjacent groups, and applies rule-based 

mechanisms to identify key events such as merging, splitting, and sudden running. 

By providing real-time automated insights, this system reduces reliance on constant 

human monitoring and supports timely decision-making by local authorities, thereby 

improving public safety management. 

The main contributions of this study are as follows: 

1. Continuous analysis of spatio-temporal information for detecting unusual 

crowd activities. 

2. Estimation of unusual crowd size through analysis of relationships between 

adjoining groups. 

3. Definition of rule-based indicators for identifying unusual events such as 

crowd merging, splitting, and running. 

 

2. RELATED WORKS 

  Most unusual crowd detection methods rely on pattern recognition 

techniques, where motion features are extracted to distinguish normal from abnormal 

behaviors. Several closely related works illustrate both the progress and limitations 

in this field. The closely related works are given here.  Chunyu Chen and Yu Shao 

[17] developed a model that uses the energy of motion using optical flow. The 

energy of optical flow was defined in terms of weight and velocity. The weight is 

measured in how much variability between pixel coordinates in the consecutive 

frames. The velocity is measured by the ratio between horizontal direction 

coordinates and vertical direction coordinates of optical flow. In case of abnormal 

behaviours, the object movement and direction will be high. This model is 

constructed by consistent motion. In some situations, optical flow is unstable due to 

the quality of the video. It leads to poor accuracy because this model is worked by 

optical flow computation. 
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  Siqi Wang et al. [18] created a normalcy model that uses Uniform Local 

Gradient Pattern-based Optical Flow (ULGP-OF) descriptor.  In ULGP-OF, the 

gradient threshold was fixed by averaging eight surrounding pixels. If lesser than the 

threshold in the surrounding pixel it denotes '0' otherwise '1' and. The most two 0–1 

or 1–0 jumps should be observed in one circular binary code. If more than two jumps 

are considered as drastic changes in the foreground, then, the histogram is formed 

and calculates the optical flow by estimating the bin. Though the man with a bike is 

normal speed, but that event is detected as abnormal event due to lack of structure of 

descriptor information. 

 Roberto et al. [19] developed an abnormality method by applying Foreground 

Occupancy (FO). FO is created by Gaussian Mixture Model (GMM) using cell-

based, which is using mean, and standard deviation for finding active cells. For 

finding abnormal events, the posterior likelihood of the FO model is estimated. As a 

result, abnormal events are detected poorly due to sudden illumination changes in 

some environmental conditions. Although pattern matching based methods have 

proven successful in different applications, they still suffer from fundamental 

limitations [20-25] such as illumination variation, occluding the object. The pattern 

may not be matched since the abnormal is too small and covered by many 

surroundings pedestrians.In case of frames with low anomaly score, the pattern could 

not matched those frames correctly as abnormality. The abnormal event can be 

correctly detected only after the anomaly score increases and exceeds the threshold.  

As a result, the system cannot detect the actual frame of abnormal event start and end 

of abnormal event ends.  

 To address these shortcomings, researchers have explored learning-based 

methods that rely on inherent pixel-level characteristics [26–28]. These approaches 

extract features across entire frames, offering greater flexibility compared to 

handcrafted descriptors. However, even these methods must balance accuracy with 

 

3. MATERIALS AND METHODS 

3.1 Computing Infrastructure 

 The proposed STCDT method was implemented using Python 3.10 on a local 

machine equipped with Windows 11 Pro 64-bit operating system. The hardware 

configuration included an Intel® Core™ i7-12700K CPU running at 3.60 GHz, 32 

GB of RAM, and an NVIDIA RTX 3080 GPU with 10 GB of VRAM. CUDA 

support was enabled to accelerate GPU-based operations and improve processing 

efficiency during video analysis tasks. 

3.2 Dataset 

1. UMN dataset: It is a benchmark dataset which contains 11 videos, the frame 

height is 480 and width is 640 (http://mha.cs.umn.edu/Movies/Crowd-Activity-

All.avi).  The videos are captured in sparsely crowded areas. All videos start with a 

normal crowd and after a certain period of time unusual crowd activities are there. 
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For example, people are walking gradually and later on this normal activity changes 

suddenly like people running [31]. 

2. Avenue dataset:This dataset consists of 37 videos which contains16 videos for 

training and 21 videos for testing [32]. There are 35240 frames for both training and 

testing videos where the frame height is 360 and width is 640 

(https://www.cse.cuhk.edu.hk/leojia/projects/detectabnormal/dataset.html). 

3. UCSD dataset: The dataset consists of two sub datasets namely Ped1 and Ped2. 

These datasets are captured in the people walking area 

(http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm). This Ped1 dataset contains 

70 videos and Ped2 dataset contains 28 videos.  The ped2 dataset has 28 videos in 

which 16 videos for training process and 12 videos testing process. The following 

unusual activities such as people running, people merging, and vehicles appear in 

pedestrian paths in UCSD dataset [33]. 

3.2.1 Data Preprocessing 

 No extensive preprocessing was required for the datasets used in this study. 

All video frames were used in their original resolutions as provided by the respective 

sources. However, for computational efficiency and consistency, the videos were 

converted into frame sequences. Basic preprocessing steps included frame extraction, 

resizing (if required to match network input), and grayscale conversion to reduce 

computational complexity. No manual annotations, frame augmentations, or filtering 

were applied prior to processing with the STCDT pipeline. 

3.3 Evaluation Method and Performance Metrics 

 To assess the effectiveness of the proposed STCDT method, a frame-level 

evaluation approach was adopted using three widely used benchmark datasets: UMN, 

Avenue, and UCSD (Ped1 and Ped2). The evaluation method involved testing the 

model within each dataset and comparing its performance with several existing 

approaches, such as GLCM, OPLKT-EMEHO, rpNet, and motion analysis 

techniques. This comparative analysis is presented in Tables 1 through 3, where the 

results of the proposed method are contrasted with those of existing techniques on 

the same datasets. 

 Along with the quantitative analysis, qualitative evaluation was also carried 

out by visually inspecting the output frames where unusual crowd events were 

detected. These results are illustrated in Fig. 2, which includes examples of crowd 

running, merging, splitting, and shaking, as identified by the proposed STCDT model 

 

 To evaluate the performance of the proposed STCDT, this paper used 

Receiver Operating Characteristic (ROC). To summarize the experimental results, 

Area Under Curve (AUC) is used.   Further, the Equal Error Rate (EER) is used to 

estimate the equal probability for misclassifying frames where normal activity is 

classified as unusual crowd activity. The above metrics are used on the frame level 

criterion to evaluate unusual crowd activity scores of each frame. 
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3.4 The Proposed STCDT 

      The aim of the proposed STCDT work is to detect the unusual moving crowd 

activities in the surveillance video by finding the relationship between detected 

objects. The STCDT consists of multiple stages namely background subtraction, 

foreground segmentation, gradient computation, Histogram of Gradient (HOG) 

estimation, moving objects identification, height and width estimation of moving 

objects, crowd identification and tracking, unusual crowd activities detection. The 

workflow of STCDT is explained in Fig. 1. 

3.4.1. Problem Formulation 

     Let V is the surveillance video which consists of fi frames where i = 1 to n that is 

f1, f2, .....fn is the individual frame. Let Aj be the number of foreground frames which 

is extracted from the background of the frame sequence where j = 1to n. Let Bk be 

the number of foreground objects in the Aj where k = 1 to m. Let P be the pixels that 

denote the number of pixels in both x and y directions. The P of Bk can express the 

size of the objects since the Bk may consist of one or more objects. To find the size of 

the foreground object in the Bk and to find the relationship among the detected and 

tracked objects, the spatio-temporal features are extracted on the Bj and matched it 

with the Bk in the consecutive frames. The size and distance of the Bk is determined 

whether it is an unusual crowd by applying STCDT. 

Fig. 1  The workflow of STCDT 
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3.4.2. Foreground Objects Segmentation 

 The proposed STCDT considers N frames as an input. In general, the 

foreground objects contribute more details for unusual crowd detection and thus 

foreground objects need to be extracted in f1, f2, .....fn. These frames are subtracted on 

the reference frame by using BM [29]to identify the foreground region. Let R be the 

reference frame, it is selected in the frame sequence, and it consists of only 

background objects. Each f1, f2, .....fn is subtracted from R. It is denoted using the eqn. 

1. 

 

    (1)                                                   xyrxyfP 
 

where fxy and rxy denote the corresponding position pixels of the x and y axis 

respectively.The resultant output frames are termed as Aj. To find the foreground 

objects easily, the Aj is converted into binary frames where foreground pixels are 

denoted as 1 value and background pixels are denoted as 0 value. 

     To improve the edge of the foreground object without any discontinuity, 

morphological operator is used where erosion technique is applied to get the 

connectivity if the foreground object breaks with multiple objects and dilation 

technique is applied to avoid unwanted regions of the object boundary. Next, 

connected components algorithm [30] is applied on the Aj to connect with upper, top, 

left, and right pixels foreground P by analysing foreground and background pixels. 

The output foreground objects are named as Bk in Aj. 

 

3.4.3. Gradient Computation  

To obtain the foreground objects spatial details, edge details are to be extracted in 

both x and y directions for controlling the degree of non-essential details of Bk. In this 

work, the sobel filter [18] is applied on P of the Bk by computing intensity values at 

each P. Firstly, the Ajis divided into non-overlapping multiple ∞ × ∞ regions with 

uniform size within the Aj. The edge details for both x and y directions are explained 

in the eqns. 2 and 3. 
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whereEx is the collection of x direction edges on Bk and Ey is collection of y direction 

edgeson Bk. The ex1, ex2,...exnand ey1, ey2,.....eyn are the edges on x and y directions of 

eachP.  
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3.4.4. HOG Estimation for Noise Removal         

In noise removal stage, the Ex and Ey of Bk are used as the input for this stage. The 

edge extraction technique onthe foreground region in the previous stage might 

extract the HOG of the non-foregroundregion. Therefore, the extracted foreground 

regions have to be verified in the foreground detection stage. The foreground objects 

and non-foreground objects are varied by applying threshold value, it is explained 

in eqn. 4. If the foreground region is classified as a foreground object, it will be 

considered as the next stage, otherwise, it will be considered as a noise and it will be 

removed from the next process.  







 



)4(                                        Otherwise      No

 1        if       Yes,

object 

  to m where k 

foreground
k

B 

 

3.4.5. Moving Objects Identification 

In the frame sequence, the output foreground objects Bk may or may not be moving. 

This work considers only moving objects because the moving object is highly 

involved in many unusual activities. The activities may be running, splitting, and 

merging from the crowd. In the work, the STCDT define the distance (D) between 

the corresponding moving objects Bk, it is computed between consecutive frames in 

terms of horizontal position x.Let B1(A1), B2(A1),….Bn(An)are the individual foreground 

objects of the Aj. The D is computed between corresponding detected B1(A2), 

B2(A2),….Bn(A2) in the Aj+1. The D is computed using Euclidean distance measure; it is 

explained in the eqn. 5. 

(5)                                      

2

2121
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      If D gets 0 value, the concerned foreground object is considered as static object 

in the frame, otherwise it is considered as moving objects. 

3.4.6. Crowd Identification 

To estimate spatial information of the Bk, the Height (H) and Width (W) are 

to be found using the foreground region of Bk. The position and size of the spatial 

information are needed to analyze how much area is covered by Bk. The H is 

computed in vertical direction (y) and W is computed in horizontal direction (x). 

They are computed using the eqns. 6 and 7. 

          6) (                            )( 2
12 ykykk
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where
H

k
B  and 

W
k

B  are the H and W of the foreground object respectively, 
2yk

B  and  

1yk
B are the maximum and minimum vertical coordinates respectively, and 

2xk
B and

1xk
B are the maximum and minimum horizontal coordinates respectively 

In the unusual crowd activities analysis, the big size Bk is needed which 

should consist of more people that is called crowd and it is explained by using the 

eqn. 8.  Let Ou be the number of crowds. 

.





 


)     (                              rwise           Othe

k
B

                                              

α   
k

   B,       if
u

O

crowd
8

 

where is the threshold value. It is applied on the Bk. If Bk size is greater than the  

value, it is considered as the crowd, it is termed as Ou.  

 

3.4.7. Crowd Tracking 

The size of the Ou is continuously tracked in the consecutive frames to 

analyze whether it is involved in an unusual event or usual event. The Ou is tracked 

using its size using the eqns. 6. The size of the Ou is an important measure to track in 

the consecutive frames since the crowd size Ou is almost the same in the adjacent 

frame. In this work, the corresponding crowd is tracked in the consecutive frame. It 

is computed using the eqn. 9.  
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In the corresponding Ou matching in the consecutive frame, if its height does 

not match, it is considered as Ou may change in the location order or Ou may merge 

with another Ou. To control the gradual movement variation, the threshold value  is 

applied on the height variation between Ou in the consecutive frames. 

G. Crowd Size Estimation for Unusual Crowd Activities Detection 

         The tracked Ou is continuously estimated its size to analyse whether it is 

unusual or usual. If the minimum and maximum are abruptly achieved from the size 

of Ou, it is called unusual crowd activities such as crowd running, crowd merging, 

and splitting.  The following rules are defined to find out the unusual activities such 

as crowd merging, crowd splitting, and crowd running. The crowd merging activity 

is analyzed using eqn. 10. 






 
 )10(                                        Otherwise      No                                               

     if       Yes,
 crowd 

 
u

O
mergingunusual

 
where  is the threshold value which is applied on the Ou. If Ou is greater than the  

value, it is considered as the unusual crowd merging where the surrounding peoples 

merge together in the Ou.  The crowd splitting activity is analyzed using the eqn. 11. 
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
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 
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O
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           If Ou is lesser than the  value, it is considered as the unusual crowd splitting 

where the crowd peoples split from the Ou.  The crowd running activity is analyzed 

using the eqns. 12 and 13. 
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where
)u(A

O
1

is the crowd in the current frame and 
)u(A

O
2

is the crowd in the next 

frame. The unusual moving is defined using the threshold value.  
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3.5 Policy Relevance 

 While the STCDT method is technical in nature, its main contribution lies in 

enabling local governments and municipal authorities to respond to unusual crowd 

behaviors in real-time. By integrating such methods into public safety systems, local 

administrations can improve crowd management, disaster response, and urban 

governance efficiency. 

 

4. RESULTS 

     In the UMN dataset, normal and unusual events frequently occur in indoor and 

outdoor scenes. The proposed STCDT detected unusual activity frames in 

appropriate places.  Table 1 shows the unusual crowd detection results using UMN 

dataset and Table 2 show the performance analysis of STCDT on UMN dataset with 

several existing usual activities methods such as GLCM [34], OPLKT-EMEHO [35], 

rpNet [36], motion analysis [37]. 

 

TABLE 1 COMPARATIVE ANALYIS ON UMN DATASET 

Scene No. AUC (%) 

Scene 1 98.47 

Scene 2 97.17 

Scene 3 98.42 

 

TABLE 2 COMPARATIVE ANALYIS ON UMN DATASET 

Methods AUC (%) 

GLCM  96.40 

OPLKT-EMEHO 97.17 

rpNet 96.21 
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Motion Analysis 96.47 

STCDT 98.02 

 

 

The quantitative nalysis is carried out using several existing unusual crowd activity 

methods and proposed STCDT using AUC and EER. Many unusual event detection 

research works have been taken the avenue dataset to detect the unusual crowd 

events because it includes several challenging scenarios. The proposed STCDT 

attained reasonable results on the Avenue dataset when compared with other existing 

methods.  Table 3 shows the performance on Avenue dataset. Table 4 shows 

performance results on the avenue dataset. 

 

TABLE 3 PERFORMANCE ANALYSES ON AVENUE DATASET 

Video No. AUC (%) EER (%) 

Video 1 97.12 17.18 

Video 2 97.07 18.47 

Video 3 96.47 17.02 

Video 4 94.48 19.27 

Video 5 92.17 19.21 

TABLE 4 COMPARATIVE ANALYIS ON AVENUE DATASET 

Methods AUC (%) EER (%) 

Chong et. al [38] 81.07 19.08 

Lonescu et. al [39] 79.09 - 

Luo et. al [40] 81.00 - 

Liu et. al [41] 82.15 - 

Wang et. al [42] 87.14 20.12 

Songet. al [43] 90.10 17.50 

Rajasekaran and Raja 

Sekar [44] 

91.30 - 

Babu et al. [37] 93.44 - 

STCDT 95.46 18.23 

 

Table 5 and Table 6 show the performance on the UCSD dataset which consist of 

comparison results between proposed STCDT method and other existing methods in 

terms of AUC and EER. From this performance comparative analysis, the results are 

revealed that the proposed approach yields better results for both Ped1 and Ped2. The 

proposed STCDT correctly detected the unusual crowd activities such as crowd 

shaking and unusual crowds.  
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TABLE 5 PERFORMANCE ANALYIS ON UCSD DATASET 

Sequence No. 

UCSD (Ped1) UCSD (Ped2) 

AUC 

(%) 

EER 

(%) 

AUC 

(%) 

EER (%) 

Sequence 1 95.05 11.04 97.14 10.23 

Sequence 2 96.03 12.01 97.00 12.42 

Sequence 3 96.42 10.09 96.14 13.01 

Sequence 4 94.48 11.42 95.40 11.53 

Sequence 5 95.44 12.06 94.33 11.18 

 

TABLE 6 COMPARATIVE ANALYIS ON UCSD DATASET 

Methods 

UCSD (Ped1) UCSD (Ped2) 

AUC 

(%) 

EER 

(%) 

AUC 

(%) 

EER (%) 

Xu et. al [50] 90.08 14.70 90.00 15.20 

Hasan et. al [51] 87.21 24.00 92.11 21. 70 

Lonescu et.al [39] 73.00 - 80.10 - 

Chong et. al [38] 89.40 10.80 85.67 10.70 

Liu et. al [41] 84.00 - 93.10 - 

Wang et. al [42] 80.15 33.27 95.44 08.16 

Song et. al [43] 90.10 15.00 90.00 15.15 

Rajasekaran and Raja 

Sekar [44] 

90.10 14.00 91.10 16.70 

Haidar  et al. [45] 90.50 13.00 92.20 10.10 

Babu et al. [37] 92.14 12.47 94.00 10.17 

STCDT 95.48 11.32 96.00 11.67 
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Fig. 2 The output unusual event frames on UMN dataset, Avenue, and UCSD datasets 

     

 The STCDT method demonstrates the qualitative results and it shows in Fig. 2 

where the figure consists of all detected experimental positive results in all three 

datasets. The detected unusual crowd activities are crowd running and unusual crowd 

in UMN dataset, unusual crowd running, crowd merging in Avenue dataset, and 

crowd splitting and crowd merging in the UCSD dataset.   

 In addition, the STCDT revealed that the higher AUC values and EER values 

in all three datasets where 98.02% (AUC) for UMN dataset, 95.46% (AUC) and 

18.23% (EER) for avenue dataset, and 95.48% (AUC) and 11.32% (EER) for UCSD 

Ped1 dataset and 96.00% (AUC) and 11.67% (EER) for UCSD Ped2 dataset. The 

proposed STCDT detected more unusual crowd events in the UMN dataset than the 

UCSD dataset. Therefore, the UMN dataset obtained higher AUC than the other two 

datasets and the UMN results are shown in Table 2. In Avenue and UCSD dataset, 

many unusual crowds and unusual crowd running are detected by the proposed 

method and there are no other unusual crowd activities detected such as crowd 

merging and splitting. The proposed STCDT works well in case activities change 

abruptly in the consecutive frames since the STCDT computes the distance between 

the corresponding crowds in the consecutive frames. In some cases, the unusual 
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event occurs gradually in the consecutive frames. In this case, the algorithm gives 

low detection accuracy.  

 The STCDT method consistently outperformed other state-of-the-art 

techniques across all three benchmark datasets. It achieved an AUC of 98.02% on the 

UMN dataset, 95.46% on the Avenue dataset, and 95.48% and 96.00% on UCSD 

Ped1 and Ped2, respectively. These results highlight the method’s reliability in 

detecting both sudden events, such as crowd running, and more complex scenarios, 

including crowd merging and splitting. Beyond its technical performance, this level 

of accuracy has important governance implications. Reliable detection of unusual 

crowd behavior can help local governments and public safety authorities respond 

more quickly to potential threats in public spaces. When integrated into existing 

surveillance systems, STCDT offers a practical tool to support better crowd 

management, strengthen emergency preparedness, and enhance overall public safety. 

 

5. CONCLUSION 

This paper introduced STCDT method using moving human detection and 

tracking techniques by applying spatio-temporal features to detect unusual crowd 

event detection. To effectively detect the unusual crowd events, the STCDT is built 

using multiple stages such as background subtraction, foreground segmentation, 

gradient computation, Histogram of Gradient estimation, moving objects 

identification, crowd identification and tracking, and unusual crowd activities 

detection. These combinations of STCDT detected many unusual crowd events such 

as unusual crowds, unusual crowd merging, and unusual crowd splitting by applying 

multiple unusual crowd events rules. The experimental results are carried out on 

three challenging datasets and the results indicate the effectiveness of the proposed 

STCDT method by comparing several existing methods. While the STCDT method 

performs well in detecting a range of unusual crowd activities, a few limitations to 

note. Variations in camera angles, lighting conditions, and occlusions can affect 

detection accuracy. This limitation provides directions for future research, such as 

integrating learning-based techniques and domain adaptation strategies to enhance 

robustness and scalability. From a governance perspective, the ability to detect 

unusual crowd behaviors in real time can significantly support local governments and 

municipal authorities in managing public safety, improving emergency preparedness, 

and ensuring more effective crowd control in urban spaces. 
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