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Abstract
Handwritten Text Recognition (HTR) systems require extensive labeled datasets to achieve high accuracy, especially for word-
level recognition. While English enjoys rich resources such as the IAM dataset, low-resource Indian languages like Kannada lack
publicly available handwritten word-level datasets. In this paper, we present a novel approach for synthesizing a Kannada hand-
written word image dataset by combining character-level handwritten images from the Char74K dataset with a real-world Kan-
nada corpus sourced from Kaggle. Our pipeline intelligently segments Kannada words into syllables, maps them to corresponding
character images, and stitches them to generate realistic word-level samples. This method bridges the gap in training data avail-
ability for Kannada and enables consistent training of word-level OCR systems similar to those available for English. The result-
ing dataset contains 500+ synthetically generated word images with accurate Unicode labels, and the approach is scalable to thou-
sands of words. This work contributes a reproducible methodology and a valuable resource for the OCR research community.

Keywords: Kannada handwritten Dataset, Char74K; IAM dataset, Optical Character Recognition (OCR); Handwritten Text
Recognition (HTR), syllables,

1. Introduction
The Handwritten text recognition in low-resource Indic languages remains a significant challenge due to the
scarcity of publicly available, large-scale, word-level datasets [1]. In contrast, English benefits from exten-
sive resources like the IAM dataset [2], Kannada has historically relied on character-level datasets such as
Char74K for isolated character recognition a dataset that treats compound vowels/consonants as separate
classes and serves as a baseline for many studies [3]. Several recent efforts have attempted to generate or
collect Kannada handwritten datasets, but word level corpora remain limited e.g., [1] introduces around
100k word level samples and challenges persist—this aligns with insights from the competition [4], which
highlights the scarcity of robust, large-scale word-image datasets for Indian scripts including Kannada. Our
proposed approach bridges this gap by synthesizing Kannada handwritten word images via syllable aware
composition using Char74K and real-world language data, aiming to enable sequence based OCR models
comparable to those trained on high-resource languages [5].

Figure 1 depicts the overall workflow of a handwritten Optical Character Recognition (OCR) system. The
process generally begins with preprocessing, which involves tasks such as binarization, noise reduction, and
deskewing to enhance the quality of the input image. The next stage is segmentation, where text is separated
into lines, words, or individual characters. This is followed by feature extraction, where distinctive numer-
ical representations are derived to capture the structural and contextual aspects of handwriting. In the recog-
nition phase, these features are mapped to corresponding characters or words using machine learning or deep
learning approaches. The final stage, post-processing, employs dictionaries or language models to correct
errors and improve accuracy. Within this workflow, our proposed Kannada handwritten word dataset fulfills
a crucial gap by providing word-level inputs, which are essential for training and benchmarking modern
deep learning OCR models.

AND CORPUS AUGMENTATION
KANNADA HANDWRITTEN WORD DATASET FOR OCR VIA SYLLABLE COMPOSITION
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52
53
54 Figure 1. Steps in OCR Process.
55 2. Related Work
56 The IAM dataset [2] has long been a benchmark for English handwritten word recognition. The Char74K
57 dataset [3], which includes 657 Kannada grapheme classes treated as individual symbols, has been widely
58 used in Kannada OCR research. Implicit segmentation techniques using HMMs demonstrated improved per-
59 formance on Char74K by leveraging Kannada's agglutinative nature [6]. More recently, Kannada MNIST
60 was released, providing handwritten digit data and serving as a drop in replacement for MNIST [7]. A larger
61 Kannada word level dataset—IIIT INDIC HW WORDS—contains over 100,000 handwritten Kannada word
62 images with ground truth [1].
63 OCR engines such as LipiGnani and eAksharayan have been developed specifically for printed Kannada
64 text, achieving better accuracy than general-purpose engines like Tesseract [8]. However, these systems are
65 not designed for handwritten content, and support for handwritten Kannada OCR remains limited. Recent
66 multilingual datasets like MDIW-13 include some handwritten Kannada samples, but these are not sufficient
67 to train robust models [9].Recent advances in synthetic data generation—such as SynthText for scene text
68 localization [10] and compositional techniques for generating synthetic handwritten Indic datasets like De-
69 vanagari [11] have influenced our approach. Modern OCR architectures, especially those based on trans-
70 formers with CTC loss, have substantially improved recognition accuracy. Furthermore, open-source vision-
71 language models like SmolDocling [12] demonstrate strong performance on multi-domain documents that
72 include both printed and handwritten content.
73
74 Our work builds on these efforts by developing a syllable composition method to synthetically generate
75 Kannada handwritten word images using genuine character samples and real-word vocabulary.
76 3. Dataset Resources and Motivation
77 The Char74K dataset [3], Char based Kannada dataset Kaggle corpus, and Kannada MNIST [7] highlight
78 the need for more realistic, word-level data. The IIIT INDIC HW WORDS Kannada dataset [1] demon-
79 strates feasibility at scale but remains inaccessible to many practitioners. Our method leverages the Char74K
80 dataset as a foundation and enhances it via syllable-level composition and a real-world corpus, producing a
81 dataset format consistent with IAM and other sequence OCR datasets [2].
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82 4. Methodology
83 The dataset creation pipeline for our Kannada handwritten OCR project comprises several well-defined
84 stages aimed at ensuring robust and reproducible data preparation.
85 4.1. Environment Setup
86 To enable persistent storage of both intermediate files and final outputs, Google Drive was mounted within
87 the Google Colab environment. Essential Python libraries—including pandas, matplotlib, PIL, zipfile, re,
88 and kagglehub—were imported to support key functionalities such as CSV parsing, image visualization and
89 manipulation, Unicode character rendering, and seamless dataset retrieval from Kaggle.
90 4.2. Data Retrieval
91 All Multiple resources were sourced from Kaggle to construct the character and word-level datasets. These
92 include:.
93  Kannada character dataset (Char74K), which comprises:
94 -Img/: a directory containing handwritten character images, with one character per image.
95 -kannada.csv: a CSV file mapping image file paths to corresponding numeric class labels represent-
96 ing syllables.
97  Real Kannada corpus (kn.txt), which provides authentic Kannada words and was used to generate la-
98 bels during synthetic word image creation.
99  Kannada font files (.ttf), which were essential for rendering Kannada Unicode syllables accurately.
100 These fonts were specifically required in the Colab environment, where default system fonts do not
101 support Kannada script. To ensure consistent rendering of Kannada syllables, we used the NotoSer-
102 ifKannada TrueType font, which supports the full Kannada Unicode block and complex grapheme
103 shaping [13].
104
105 Representative samples from the retrieved resources—namely, the handwritten character images from the
106 Char74K dataset (Img/ folder), the label mappings in kannada.csv, and a few lines from the real Kannada
107 corpus (kn.txt)—are presented in Figures 2a to 2c. These are partial views intended to illustrate the struc-
108 ture and content of the datasets.
109

. . . . .

(a) (b)
ಕಂ|| ಅಱಿದುಂಕಂಡುಂನಂಟರ್ಇಂಗ್ಲೆಂಡಪ ರಜೋ ಸ್ಬ ಟೆರ್106 , ಬೆನ್ೋ್ಟ ಕ್್ಸ62 ಹಾಗೋರಶ ದ್ಔಟಾಗದ 33
ರನ್ಬಬರಿಸಿಮಿಂಚಿದುು .ಕಮ್ಮ ನಹಳ್ಳಿಯಲ್ಲಿನರಾಜ್‍ಕುಮಾರ್ಪಇಕ್ಸಇ‍ಗ್ಲಬಾಲಕನನುು ಕರೆದುಕೋಂಡುನಿನ್ುಸ್ಂಜಪ ಷಕರುಬಂದಿದ್ದಾರೆ.
ಹಾಗ್ಲಯ ನ್ಬರ್ವಇ, ಸಿವ ಡನ್,
ಐರ್ಲಇಂಡಮ ತ್ುು ಸಿವಡಜ ರ್ಲಇಂಡ್‍ಗಳಲ್ಲಿಕೋಡಜನಸ್ಂಖ್ಯೆಹೆಚ್ುು ತ್ುದ.ಅವರುಕ ವಲಮ್ಹಿಳೆಯರಬಗ್ಲೆಹೆಚ್ುು ಕಾಳಜಿಯಿಲೆರ್ವ ,
ಅಥವಾರ್ದುಕಲವುರಿ ತಿಯಮ್ುಂಬರುವಹುಚ್ುು ತ್ನದಮೊದಲಚಿಹೆುಯಾ?ಈಬಾರಿಯಗಣರಾಜೋೆ  ತ್್ವಪ್ುಶಸಿು…ಕನು ಡದಲ್ಲಿಈ
ಮೊದಲೋರ್ವಬ್‍ ಸಿ ರಿ ಸ್ (ರ್ವಬ್‍ಸೈಟ್‍ ಮ್ೋಲಕಪ್ುಸಾರವಾಗುವಕಾಯಇಕ ರಮ್) ರೋಪಿಸ್ುವಕಲಸ್ಆಗಿತ್ುಂತೆ.Lamisil
ಸಪ ು ತ್ಡೆಗಟುಟ ವಿಕಮ್ತ್ುು ಚಿಕಿತೆ್ಬಳಸ್ಲಾಗುತ್ುದಶಲಿ ಂಧ್ುಗಳಚ್ಮ್ಇದಹಾನಿಯನುು .ಕಾಮ್ನ್‍ರ್ವಲೋು ೂಟನ್ೋ ಡಲಿರುವಉಸ ನ್ೋಬ ಲ್ಟಟ‍
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ರಾಜೆದವಿವಿಧ್ಭಾಗಗಳ್ಳಂದಹೆೋ ರಾಟಗಾರರುಈಅಧಿರ್ವ ಶನಕೂಬಂದಿದದ ರು.
(c)

110 Figure 2. Representative samples from the retrieved resources: (a)Sample images from the Img/ folder of
111 the Char74K Kannada handwritten character dataset. (657 syllables × 25 samples = 16,425 images);
112 (b)Screenshot of the kannada.csv file showing image paths and class labels; (c) Corpus from the kn.txt Kan-
113 nada corpus used for synthetic word generation.
114 4.3. Cleaning the Character Dataset
115 The kannada.csv file from the Char74K dataset [3] provides mappings between handwritten character image
116 file paths and their associated numeric class labels. However, on inspection, several inconsistencies were
117 identified. Notably, multiple numeric class labels were found to correspond to the same syllable, resulting in
118 label duplication, and the label indices were non-sequential and discontinuous.
119 To address these issues, a label consolidation and remapping procedure was implemented. All duplicate la-
120 bels representing the same syllable were merged to ensure each syllable had a unique class label. The class
121 indices were then re-indexed sequentially, starting from 1, to maintain consistency for training and decoding
122 purposes. The cleaned and standardized data was stored in a new DataFrame named kan_img_cl_df, which
123 includes the absolute image paths of handwritten characters along with their cleaned, unique class labels.
124 This refined dataset served as a foundational resource for constructing syllable-to-label dictionaries and for
125 synthesizing word-level images used in later stages of the OCR pipeline.
126 4.4. Creating the Syllable Set
127 To establish a consistent and comprehensive mapping between handwritten character images and their cor-
128 responding linguistic units, a structured Kannada syllable set was programmatically constructed. This
129 process involved combining fundamental components of the Kannada script to generate all visually and pho-
130 netically distinct syllables. To build a structured Kannada syllable inventory, we programmatically com-
131 bined the core script elements—including 14 vowels, 34 base consonants, vowel modifiers or diacritics, the
132 halant (virama), anusvāra, visarga, and numerals—aligned with Unicode grapheme definitions and Kannada
133 akshara formation rules as detailed in the Unicode Standard [14], the Kannada writing system [15], and doc-
134 umented linguistic structure of agglutinative Indic scripts [16, 17].The core components used were:
135 1. Vowels (ಸ್ವ ರಗಳು):
136 A total of 14 vowels were considered: ಅ, ಆ, ರ್, ಈ, ಉ, ಊ, ಋ, ೠ, ಎ, ಏ, ಐ, ಒ, ಓ, ಔ. Each vowel repre-
137 sents a unique sound and is essential for forming syllabic units. The complete set of vowels used in this
138 work, along with their approximate Romanized pronunciations, is presented in Table 1.
139
140 Table 1. Kannada vowels (ಸ್ವ ರಗಳು) and their corresponding pronunciations
141

Vowels (Swaragalu) ಅ ಆ ರ್ ಈ ಉ ಊ ಋ ೠ ಎ ಏ ಐ ಒ ಓ ಔ
Pronunciation a aa i ii u uu ru rru e ee ai o oo au

142
143 2. Consonants (ವೆಂಜನಗಳು):
144 A complete set of base consonants in the Kannada script was used for syllable formation. These include: ಕ,
145 ಖ, ಗ, ಘ, ಙ, ಚ್, ಛ, ಜ, ಝ, ಞ, ಟ, ಠ, ಡ, ಢ, ಣ, ತ್, ಥ, ದ, ಧ್, ನ, ಪ್, ಫ, ಬ, ಭ, ಮ್, ಯ, ರ, ಲ, ವ, ಶ, ಷ, ಸ್, ಹ, and ಳ.
146 Each of these consonants serves as a base character that can be combined with various vowel modifiers to
147 generate distinct syllabic forms. The complete set of base consonants used in this work, along with their Ro-
148 manized pronunciations, is provided in Table 2.
149
150
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151
152 Table 2.Kannada consonants (ವೆಂಜನಗಳು) and their corresponding pronunciations

Consonants
Venjanagalu

ಕ ಖ ಗ ಘ ಙ ಚ್ ಛ ಜ ಝ ಞ ಟ ಠ

Pronunciation ka kha ga gha ṅa ca cha ja jha ña ṭa ṭha
Consonants
Venjanagalu

ಡ ಢ ಣ ತ್ ಥ ದ ಧ್ ನ ಪ್ ಫ ಬ ಭ

Pronunciation ḍa ḍha ṇa ta tha da dha na pa pha ba bha
ConsonantsVenjanagalu ಮ್ ಯ ರ ಲ ವ ಶ ಷ ಸ್ ಹ ಳ
Pronunciation ma ya ra la va śa ṣa sa ha ḷa

153 3. Vowel modifiers (Matregalu):
154 Vowel sounds are applied to consonants through modifiers such as ಾ , ಾ , ಾ  , ಾು, ಾೋ, ಾ , ಾ , ಾ , ಾ  ,
155 ಾ ೈ, ಾ ೋ, ಾ ೋ , ಾ , and ಾ (halant). For instance, when the consonant ಕ is combined with these mod-
156 ifiers, it results in forms like ಕಾ (kaa), ಕಿ (ki), ಕಿ (kii), ಕು (ku), ಕೋ (kuu), ಕ (kru), ಕ (krru), ಕ (ke), ಕ (kee),
157 ಕೈ (kai), ಕೋ (ko), ಕೋ (koo), ಕೌ (kau), and ಕ್ಸ (halant/suppressed vowel). Table 3 shows the complete set of
158 vowel modifiers (ಮಾತೆುಗಳು) used in this work, along with their effects when applied to the base consonant ಕ.
159 This illustrates how each modifier alters pronunciation and visual representation.
160 Table 3: Kannada vowel modifiers (Matregalu) and their effects when combined with the consonant ಕ.

Vowel
modifiers

ಾ ಾ ಾ  ಾು ಾೋ ಾ ಾ ಾ ಾ  ಾ ೈ ಾ ೋ ಾ ೋ ಾ ಾ 

Example ಕ
+
ಾ 

ಕ
+
ಾ 

ಕ
+
ಾ  

ಕ
+
ಾು

ಕ
+
ಾೋ

ಕ
+
ಾ 

ಕ
+
ಾ 

ಕ +
ಾ 

ಕ +
ಾ  

ಕ +
ಾ ೈ

ಕ
+
ಾ ೋ

ಕ
+
ಾ ೋ 

ಕ
+
ಾ 

ಕ
+
ಾ 

Result ಕಾ ಕಿ ಕಿ ಕು ಕೋ ಕ ಕ ಕ ಕ ಕೈ ಕೋ ಕೋ ಕೌ ಕ್ಸ
Pronunciation kaa ki kii ku kuu kru krru ke kee kai ko koo kau Hal

ant
161 4. Special Characters (Vishesha Chinnegalu):
162 Two special characters were also included—ಾಂ (Anusvara) and ಾ (Visarga). These are used to modify
163 pronunciation or indicate nasal or aspirated sounds. For example, ಕಂ (kam) and ಕ (kah) are derived by com-
164 bining the consonant ಕ with these symbols. Table 4 summarizes the two special Kannada script characters
165 used in our syllable set construction, along with examples and their linguistic roles.
166 Table 4: Special Kannada characters (Vishesha Chinnegalu) used in syllable formation.
167
168
169
170
171
172 5. Numerals (Sankhegalu):
173 To support recognition beyond alphabetic characters, Kannada numerals from ೦ to ೯ were included. Each
174 numeral corresponds to a digit (0–9) and has a unique pronunciation, such as ೦ (sonne), ೧ (ondu), ೨

Symbol Name Example Meaning
ಾಂ Anusvara ಅಂ Nasal (am/an)
ಾ Visarga ಅ Aspirated (aha)



LEX LOCALIS-JOURNAL OF LOCAL SELF-GOVERNMENTISSN:1581-5374 E-ISSN:1855-363XVOL. 23, NO. S5(2025)

852

175 (eradu), and so on. Table 5 lists the Kannada numerals used in this work, along with their Romanized pro-
176 nunciations and corresponding digit values.
177
178
179
180
181 Table 5: Kannada numerals (Sankhyegalu), their pronunciations, and digit values.

Numerals
(Sankhyegalu)

೦ ೧ ೨ ೩ ೪ ೫ ೬ ೭ ೮ ೯

Pronunciation sonne ondu eradu mooru naalku aidu aaru elu entu ombattu
Digit (Value) 0 1 2 3 4 5 6 7 8 9

182 Using a systematic combinatorial pipeline grounded in Unicode grapheme-cluster definitions, we generated
183 all valid Kannada syllable forms—including consonant vowel combinations, consonants with modifiers, and
184 numerals. In total, 655 unique syllable units were produced and stored in kannada_letter_text_corpus.txt for
185 downstream synthetic word generation and label construction, following approaches similar to those used in
186 Unicode-based grapheme parsing for Indic scripts [18]. Figure 3 provides a visual overview of the complete
187 set of 655 unique Kannada syllables generated by our combinatorial pipeline. These syllables serve as the
188 foundational recognition units in the OCR system.
189 Note: In this work, the term "syllable" refers to visually distinct units of the Kannada script—often known as
190 grapheme clusters in Unicode—which may include consonant-vowel combinations and are typically ren-
191 dered as single visual entities. These syllables form the foundational targets in the OCR pipeline.
192 4.5. Creating Label Dictionaries
193 To enable consistent mapping between syllables and numerical class identifiers, two key dictionaries were
194 created. The label_dict mapped each unique syllable to an integer label, while the reverse_label_dict pro-
195 vided the inverse mapping—from integers back to syllables. These mappings were crucial both during train-
196 ing, for model input encoding, and during inference, for decoding OCR predictions back into readable Kan-
197 nada text. The label_dict and reverse_label_dict mappings are analogous to label encoding strategies used in
198 sequence modeling frameworks.
199 4.6. Mapping Character Labels and Image Paths
200 Leveraging the cleaned class labels and the previously constructed syllable corpus, each character image in
201 the dataset was linked to its corresponding Unicode syllable. Specifically, the numeric class label in the
202 kan_img_cl_dfDataFrame was converted to its associated syllable using the reverse_label_dict. Addition-
203 ally, the relative image paths were resolved into absolute file paths by appending the base path obtained via
204 kagglehub. The resulting DataFrame included two essential columns: img, representing the absolute path to
205 each handwritten character image, and kannada_chrs, containing the corresponding Unicode syllable. This
206 enriched and well-aligned dataset enabled seamless visualization and played a vital role in generating syn-
207 thetic word-level images.
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208
209 Figure 3. Sample of 655 Kannada syllables produced by combining core components
210 4.7 Displaying Character Samples
211 To validate that character images were correctly aligned with their respective syllables, a visualization step
212 was implemented. A Kannada .ttf font was loaded using the matplotlib.font_manager module to ensure ac-
213 curate rendering of Kannada script in plots. For each unique class, a representative character image was dis-
214 played using matplotlib, with its Unicode syllable shown as the plot title. This step served multiple purposes:
215 it provided visual confirmation of the image-label correspondence, facilitated inspection of the dataset’s di-
216 versity, and helped build confidence in the integrity of the labeled dataset before it was used for model train-
217 ing.
218 4.8 Loading and Processing the Real Kannada Corpus
219 Since the original Char74K dataset lacked word-level annotations, a real-world Kannada corpus file named
220 kn.txt was sourced from Kaggle to enable generation of synthetic word images. This file contained naturally
221 occurring Kannada words and sentences. The corpus was read line by line using UTF-8 encoding, and non-
222 Kannada or invalid characters were filtered out using regular expressions. Only clean, visually appropriate
223 words were retained for synthesis. Although a subset of 500 words was used initially for demonstration and
224 debugging, the same pipeline supports large-scale processing of over 100,000 words using the full corpus.
225 4.9 Mapping Corpus Words to Handwritten Images
226 To create realistic word-level handwriting samples from individual character images, each word from the
227 cleaned corpus was decomposed into syllables using Unicode-aware segmentation logic. Each syllable was
228 then mapped to its corresponding label ID using label_dict, and a handwritten image corresponding to that
229 label was randomly selected from kan_img_cl_df. These character images were trimmed to remove unnec-
230 essary whitespace, resized to a fixed height (e.g., 32 pixels), and then horizontally concatenated to form
231 complete word images. The resulting word images were saved to the kannada_ocr_images/ directory, and
232 their corresponding Unicode labels were stored in a structured CSV file named kan_labels.csv.
233 4.10 Automating Synthetic Word Image Generation
234 To streamline and standardize the generation of word-level handwritten images, a modular and automated
235 approach was implemented. This process encapsulated all major steps required for word synthesis, begin-
236 ning with the segmentation of Kannada words into valid syllables using Unicode-aware logic. Each syllable
237 was then mapped to a corresponding label identifier, and a representative character image was randomly se-
238 lected from the cleaned dataset. These images were preprocessed through trimming and resizing operations
239 to ensure uniform height (e.g., 32 pixels) while maintaining aspect ratio. The individual character images
240 were then horizontally stitched together to form complete word images. Finally, the generated images were
241 saved to a designated output folder, and their corresponding Unicode labels were recorded in a structured
242 annotation file (kan_labels.csv). This automated pipeline was designed with scalability and reproducibility
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243 in mind, allowing for efficient synthesis of large-scale word-level datasets with minimal manual interven-
244 tion.
245 4.11 Generating the Final Dataset
246 The complete synthetic word dataset was generated by invoking the method processor.process_corpus(tar-
247 get_height=32), which processed real Kannada words into word-level handwritten images. Specifically, a
248 curated set of 500 valid Kannada words from kn.txt was used to generate synthetic samples using the
249 cleaned and labeled character images from Char74K. Each image maintained a fixed height of 32 pixels,
250 with width varying based on word length. All synthesized images and their corresponding labels were saved
251 in a structured format suitable for training OCR models. While this demonstration focused on 500 samples,
252 the same pipeline was extended in subsequent experiments to synthesize over 100,000 word images, show-
253 casing the flexibility and scalability of the approach. To illustrate the output of the final pipeline, Figure 4
254 displays a few representative synthetic word images generated from the curated Kannada corpus. These ex-
255 amples demonstrate how syllable-wise composition from handwritten character images can produce realistic
256 and legible word-level inputs suitable for OCR training

257
258 Figure 4. Sample of Sample synthetic handwritten word images generated using syllable-wise composition
259 from the Char74K character dataset and the real Kannada corpus.
260 Though only 500 samples were generated for demonstration, the same pipeline was used in other experi-
261 ments to synthesize over 100,000 word images.
262
263
264 5. Summary of OCR Relevance
265 Our pipeline bridges character-level and word-level datasets, enabling syllable-based modeling, realistic
266 synthesis, and multilingual compatibility akin to IAM [2], LipiGnani [8], and modern vision-language OCR
267 models such as SmolDocling [12]. Its key contributions include:
268  Syllable-Level Labeling: By leveraging grapheme clusters (syllables) as labeling units, the approach
269 captures the agglutinative and syllabic structure inherent to the Kannada script.
270  Word-Level Supervision: Each synthetic image is paired with a corresponding Unicode label, enabling
271 supervised learning for sequence-based OCR models.
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272  Realistic Synthesis: The combination of real handwritten characters from the Char74K dataset with
273 natural words from a real-world corpus improves the linguistic and visual authenticity of the generated
274 samples.
275  Multilingual Compatibility: The format of output—image paired with UTF-8 encoded text—mirrors
276 established datasets such as IAM (for English), making it readily adaptable for multilingual OCR pipe-
277 lines.
278 This methodology facilitates the creation of a high-quality, scalable synthetic dataset tailored for Kannada
279 handwritten OCR, addressing the data scarcity that affects low-resource Indic scripts.
280 6. Applications
281 The synthesized dataset and associated pipeline support a wide range of applications in the OCR and lan-
282 guage technology domains:
283  Training word-level Kannada handwritten OCR models
284  Benchmarking performance of syllable-aware sequence learning architectures
285  Pretraining and transfer learning across related Indic scripts
286  Generating synthetic document lines for research in low-resource script processing
287
288 7. Limitations and Future Work
289  Unicode-aware syllable segmentation may fail for rare orthographic constructs
290  Future work includes sentence-level synthesis, noise augmentation, and human annotations
291
292 8. Conclusion
293 This work presents a scalable and modular pipeline for synthesizing word-level handwritten Kannada im-
294 ages by combining character-level samples from Char74K with real linguistic content from a Kannada text
295 corpus. The methodology addresses a crucial gap in Indian language OCR research, particularly for low-re-
296 source scripts like Kannada. The generated dataset aligns with international standards in OCR datasets and
297 paves the way for training and evaluating Kannada OCR systems that can match the performance of those in
298 high-resource languages. The dataset and accompanying tools will be released publicly to support further
299 research in the field.
300
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