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Abstract: With the advancement of the digital network, there has been a constant increase in the number of instances 

of intrusions. In today’s world of cybersecurity, intrusion detection is alarmingly of great concern due to the serious 

consequences it can present. In the past few years, diverse “Machine Learning” (ML) and “Deep Learning” (DL) 

approaches have been employed for intrusion detection. However, regarding accuracy, both types of learning 

techniques have their limitations. A combined approach, however, presents a situation whereby much more research 

has to be conducted in order to determine its effectiveness in the detection of intrusions. In this work, a model was 
proposed that incorporates DL feature extraction with ML classification. It is, therefore, with high precision that this 

method recorded an astounding 96 percent accuracy in detecting intrusion. This paper has provided evidence that the 

model proposed in this paper outperforms the previous models, including DL and ML, in intrusion detection. These 

are likely to provide significant contributions to the improvement of cybersecurity. 
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1 Introduction 

The increasing trend of cyber intrusions calls for the necessity of having good and efficient 

intrusion detection systems. As the number and complexity of intrusions rise, there is a growing 

requirement to identify and counteract them properly. To overcome this challenge, many 

researchers have used ML and DL techniques to identify intrusion detection.  

Although Ml and Dl techniques have greatly improved, the current approaches have shortcomings, 

which stem from the bias to attain high accuracy. This means that new methods are needed to find 

the best approach that will enable the integration of the two in intrusion detection.  

This paper proposes a comprehensive model to employ DL techniques for feature extraction and 

then ML methods for classification. This work combines the profound learning ability to learn 

complex patterns with the ML ability to perform classification to propose a general framework for 

intrusion detection that is not confined to specific methods. 

 

The primary contributions of our research can be highlighted as follows: 

Advanced Hybrid Model: This work proposes a new model architecture that integrates DL to 

extract features and ML for classification so that all the detection abilities can be placed in one 

model.  

Model Performance: The proposed model demonstrates its effectiveness by achieving a 

remarkable accuracy rate of 96% in detecting intrusions. This is even greater than the latest 

milestones in both the existing DL and ML methods.  

Strengthened Cybersecurity Posture: The results support the usefulness of the hybrid approach to 

significantly improving cyber security defences by detecting and neutralizing intrusions. 

The rest of the paper is organised as follows: In Section 2, the current literature and prior works 

related to intrusion detection and cybersecurity are reviewed. In Section 3, the dataset employed 
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in the current study is presented, and the methodology of the proposed intrusion detection is 

outlined with regards to feature selection, model architecture, training, and assessment criteria. 

The experimental results, performance indicators, and comparisons obtained during the study are 

presented in Section 4. Last, Section 5 offers a conclusion and presents the main findings of the 

paper, the implications of the findings for the field of cybersecurity, and possible future research 

directions. 

 

2 Literature Review 

In today’s world, network security Intrusion detection systems (IDS) are vital in identifying threats 

that could be posed to any organisation. IDS are mainly based on two popular methods: these are 

the signature-based and anomaly-based detection. The signature-based IDS depends on predefined 

signatures to quickly identify known threats, while anomaly-based IDS utilises specific patterns to 

distinguish between normal and abnormal system behaviour. ML-inspired techniques are widely 

incorporated for their efficacy, which becomes integral to intrusion detection, providing a 

sophisticated and extensively utilised approach to recognising and mitigating security risks. The 

comprehensive analysis of relevant literature is presented next. 

Nagaraja et al. [1] introduced the concept of membership function for precise detection of low-

frequency data breaches, particularly R2L and U2R attacks. Their method includes a new 

similarity measure for high-dimensional data, which is very effective in reducing noise and 

accurately identifying intrusions after the mandatory data reduction and transformation process.  

Zoppi et al. [2] focused on building an IDS using unsupervised anomaly detection algorithms for 

zero-day attack detection. To find low classification errors, the authors performed experiments 

with different algorithms, such as Self-Organizing Maps and Isolation Forests. However, they 

advocate for clustering algorithms due to performance constraints, emphasising their stability in 

detecting diverse attacks, including malware and spam. 

Li et al. [3] addressed the dynamic network access control challenge by developing an anomaly-

based IDS for Software-Defined Networking (SDN). The proposed technique incorporates a 

recurrent neural networks (RNNs) architecture, which supports the proposed IDS in dynamically 

acquiring network anomaly knowledge for creating access control policies. 

Zoppi et al. [4] outlined some essential design aspects for improving SoS architecture and provided 

guidelines for observing anomaly detection frameworks. The authors, as expected, defined SoS 

challenges on top of anomaly detection solutions, in line with the manoeuvrability of anomaly-

based algorithms into managing assorted components that could be third-party possessed or off-

the-shelf in SoS. 

Pacheco et al. [5] proposed an IDS using anomaly behaviour analysis (ABA-IDS) to safeguard IoT 

nodes from cyber hreats. The ABA-IDS consists of honeypot and Markov models for identifying 

anomalies and compromised machines accurately. This also provides protection and assurances of 

the IoT nodes within a smart structure environment. 

Sonmez et al. [6] focused on the comprehensive analysis of phishing website classification by 

employing the tool known as Extreme Learning Machine (ELM). The performance was classified 

by the authors by employing a broad range of categorisation techniques, including naïve Bayes, 

SVM, and artificial neural networks. In this paper, six activation functions brought the overall 

accurate percentage of the ELM approach to 95.34%. 
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Ram et al. [7] proposed a ML approach to the detection of phishing incidences that requires the 

use of 16 predictors and six models. The lowest error rate in all experiments is that of the SVM, 

while a biased SVM and artificial neural networks both have an error rate of 2.02%. 

Kamal et al. [8] suggested that ML and URL-based features should be used for the identification 

of phishing as reported by the increased number of such attacks in the year 2014. Using the Naïve 

Bayes algorithm on the Weka platform with ensemble methods incorporating Decision Tree and 

Random Forest, the classification accuracy was 97.08%. 

Priyanka et al. [9] suggested using phishing detection using ML feature extraction, using Adaline 

and backpropagation algorithms with SVM. Adaline learnt to elucidate better performance with a 

99.14% detection rate as compared to SVM with less processing time as compared to the 

backpropagation network. 

Kaytan Mustafa et al. [10] proposed an ELM classification for identifying the phishing websites 

based on features such as “Request URL” and “Website Forwarding.” The classification merged 

an average accuracy of 95.05% and the highest accuracy of 95.93% using 10-fold cross-validation 

for assessment. 

Weina Niu et al. [11] presented the Cuckoo-Scan SVM (CS-SVM) model for implementing an 

effective email phishing detection with high classification accuracy. In the present study, CS-SVM 

was used to select 23 features that were combined with Cuckoo Search (CS) and SVM. This paper 

used the hybrid classifier with Radial Basis Function (RBF) parameter tuning to generate 99.52% 

accuracy, which was better than the SVM Classifier. 

Ishant et al. [12] suggested different approaches of ML used in the URL features for the detection 

of phishing. To accomplish this, the authors identified thirty features of phishing sites using Python 

and then used GLM and GAM for the analysis of the data. Improve the result: the random forest 

was used, and the accuracy was 98.4%. 

Jain et al. [13] presented an anti-phishing framework based on URL features for a ML 

classification model. To distinguish a phishing site from the regular one, the framework employs 

fourteen URL features. In the experiments, the system was trained with 33,000 phishing and valid 

URLs using SVM and Naïve Bayes classifiers; the accuracy of identifying phishing websites was 

90% using the SVM classifier. 

Pujara et al. [14] addressed phishing fraud, a prevalent cybercrime, by conducting a literature 

survey and proposing a novel detection approach integrating feature extraction and ML algorithms. 

The paper explores various methodologies, including the Blacklist method, heuristic method, 

visual similarity, and ML. The Blacklist method involves storing a list of phishing URLs in a 

database, flagging URLs in the database as phishing and triggering alerts, while unrecognised 

URLs are considered legitimate. The heuristic approach extends the Blacklist method, detecting 

new attacks by extracting features from phishing sites. The visual similarity strategy deceives users 

by removing images from valid websites. The ML approach proves effective in handling large 

datasets. 

Rathore et al. [15] conducted a comprehensive survey of security and privacy risks targeting social 

networking site (SNS) users. Social Network Services (SNS) create virtual connections between 

individuals with similar interests. As the number of SNS users worldwide steadily grows, the paper 

focuses on various risks associated with multimedia content sharing within social networking 

platforms. The identified threat categories include risks to multimedia content, conventional 

threats, and social threats. 
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Zaman and Karray [16] Proposes a novel lightweight Intrusion Detection System (IDS) featuring 

a Fuzzy ESVDF-based feature selection method and an IDS classification scheme (application 

layer, transport layer, network layer, and link layer). This innovative approach significantly 

improves system efficiency, addressing the limitations of traditional IDS reliant on predefined 

attack signatures in the context of modern cybersecurity challenges. 

In their work, Louvieris et al. [17] presented a narrative anomaly detection approach that employs 

k-means clustering, Naive Bayes feature extraction, and C4.5 decision tree classification to 

identify previously unrecognised intrusion attempts. This impactful feature identification 

algorithm enhances cyber network operators' depth perception and exhibits high precision in 

locating cyber-attacks. 

Alotaibi and Eileithyia [18] introduced a novel wireless intrusion detection system voting 

technique to establish a rogue Wireless Local Area Network Intrusion Detection System (WIDS) 

and identify critical areas in WLAN MAC-layer frames. Their evaluation identifies Extra Trees, 

Random Forests, and Bagging as top-performing algorithms. Bagging and the proposed technique 

achieve enhanced efficiency through a customised voting approach, with accuracy levels reaching 

96.25 % and 96.32 %, respectively. Utilising data-mining techniques, the study employs the 

Additional Trees ensemble method to pinpoint the most influential features in the Aegean WiFi 

Intrusion Dataset (AWID). The work has identified that Extra Trees and the suggested voting 

method are the best classifiers by accuracy using the twenty most important characteristics. 

As pointed out in [19], a proposed independently developed normalised gain-based IDS for MAC 

intrusions may help in enhancing IDS performance. The NMI included two crucial components: 

OFSNP and DCMI, employing the methodology for MAC 802.11 intrusion detection and 

categorisation based on an SVM classifier. Feature ranking in OFSNP is done differently through 

normalised gain (NG) and selection of the best features from the semi-supervised clustering (SSC) 

involving particle swarm optimisation (PSO). For proper classification of attacks, DCMI uses the 

selected features with the SVM learning method. In assessment, the NMI achieved equal accuracy 

rate and learning time needed. 

Palmieri et al. [20] proposed an adaptive anomaly detection model using two ML models 

incorporating BSS strategies with rule-based classifiers. This framework was envisaged to help 

identify 0-day attacks that are borne out of changes in traffic volumes and flow dynamics. The 

method is favourable against new and relatively unknown threats by being conscious of suspicious-

looking network onnections. These results demonstrated our ability to withstand evasion, and the 

work also exhibits promising performance in separating suspicious traffic from ordinary network 

traffic. The findings were analysed using real traffic data tests, and it also looks fairly effective at 

the same time as setting good detection rates with a low false positive rate. 

Mehrotra et al. [21] proposed a modification to the decision tree ID3 algorithm for better attribute 

selection by assigning higher weight values to the important attributes. The authors explored 

techniques of classification, clustering, association rule mining, and sequential pattern mining on 

the "KDD99" dataset with five attributes per packet. The results show higher accuracy through the 

modified ID3 (95%) compared to the standard ID3 (92%). 

Ashoor et al. [22] delineated the functionalities of IDS and intrusion prevention systems (IPS) 

during an attack, emphasising the role of signature-based traffic analysis. They compared IDS and 

IPS across stability, performance, and accuracy metrics, focusing on network stability, accuracy 

(false positives and negatives), and data log analysis. Their analysis highlighted the distinct 
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objectives of IDS and IPS in tracking and preventing network attacks through practical log 

analysis. 

The work presented in [23] proposed an IDS including a honeypot with Real real-time rule 

Accession (RTRA). The authors used the Apriori method for association rule mining on log files 

to construct Snort IDS rules for effective intrusion detection. The proposed approach has proven 

very effective in identifying new attacks. 

Mishra et al. [24] highlighted the growing popularity of cloud computing and the significance of 

security within this domain. They introduce Snort as an intrusion detection system, mainly 

designed for rule-based detection to analyse and detect various attacks. The Snort architecture 

includes a packet sniffer, preprocessor, detection engine, logging and alerting system, and rules. 

Their conclusion highlights Snort's efficacy in addressing security concerns within the cloud 

computing environment. 

In Brahmi et al. [25], authors addressed the challenge of detecting distributed attacks and proposed 

a novel distributed IDS named MAD-IDS (Mobile Agent using Data mining-based Intrusion 

Detection System). This system employs mobile agents in collaboration with data mining 

techniques to identify both known and unknown attacks. The distributed system's Sniffer, Filter, 

Misuse, Anomaly, Rule Mining, and Reporter Agents may move between stations. Their 

experiment, conducted with DARPA traffic data, concludes that their approach is effective for 

detecting attacks in distributed systems. 

Wang [26] compared DL algorithms for intrusion detection to determine the weakness of neural 

networks under attack and analysed the role of features in creating attack instances. The evaluation 

utilises DL models, particularly the multilayer perceptron (MLP), and then attacks the models with 

FGSM, JSMA, DEEPFOOL, and CW Attack. 

In their research work, Zhong et al. [27] developed a big data-based hierarchical DL system 

(BDHLS) to improve the IDS's effectiveness. The dataset is categorised into several levels, and a 

DL model is developed for each level. The decision values of these models are then aggregated to 

make a final decision as to the type of attack. The system uses both the behavioural and content 

analysis of the attack samples. Nevertheless, the computationally demanding nature of the method 

is a drawback in order to obtain the most optimal results. 

Khan et al. [28] suggested a two-stage neural network model (TSDL) for detection of intrusion 

that employs a soft max classifier with stacking denoising automatic encoder in the first stage. The 

first stage has a simple binary decision of whether the traffic is normal or abnormal, and the values 

obtained in the first stage are used as an extra feature in the second stage to make the final decision 

on the network traffic. The proposed model achieves a high true detection rate, with accuracies of 

99.996% on the KDD99 and 89.134% on the UNSW-NB15 datasets. 

Al-Qatf et al. [29] presented another DL model, namely Self-Taught Learning (STL)-IDS with 

SVM. The model is built based on sparse autoencoders. In comparison with other algorithms, the 

proposed model gives higher accuracy and lower training and testing time on the NSL-KDD 

dataset. 

Yen et al. [30] proposed an RNN-based IDS known as RNNIDS for intrusion detection. The 

performance was compared with binary and multiclass classification with different state-of-the-art 

ML algorithms. The proposed model achieved a higher intrusion detection capability and improved 

accuracy than other approaches in the NSL-KDD dataset. 
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In [31], Xu et al. used a multilayer perceptron neural network with a SoftMax layer and one hidden 

layer of gated recurrent units for intrusion detection. Based on the KDD 99 and NSL-KDD 

datasets, the GRU outperforms the LSTM in intrusion detection. 

Vijayanand et al. [32] outlined a hierarchical DL-based system for analysing network traffic in 

smart electric meters. This system prioritises algorithms based on the severity of attacks, with each 

layer determining if an attack belongs to its class or passes it to the next layer. Experiments show 

that the proposed system accurately detects attacks and performs well on the CICIDS 2017 dataset. 

Wasi et al. [33] suggested an intrusion detection method consisting of statistical analysis and DL 

approaches. The approach involves a backpropagation cross-entropy artificial neural network 

algorithm parallel with statistical analysis. The proposed model demonstrates the simplicity and 

high detection accuracy of 99.23% on the KDDCup99 dataset. 

Chockwanich and Visoottiviseth [34] suggested a DL-based intrusion detection system that 

operates without human intervention, avoiding the need for signatures and preset rules. Three DL 

models (RNN, Stacked RNN, and CNN) are implemented. Evaluation of the MAWILab'2017 

dataset shows that all models outperform Snort IDS in detecting attacks. 

Zhao et al. [35] proposed a DL approach to convert the raw data into low-dimensional data, 

constructing a model using a probabilistic neural network (PNN). The number of hidden layers is 

optimised using the particle swarm optimisation (PSO) algorithm. Experiments on the KDD-

CUP99 dataset demonstrate that the combination of (PSO) and (PNN) addresses challenges 

intrusion detection researchers face, such as large amounts of data and long training times. 

 

3 Material and Methods 

3.1 Dataset 

The aim of the model uses the image of the SIDD dataset. The Segmented Intrusion Detection 

Dataset (SIDD) or the Large Scale Network Intrusion Image Dataset is the first intrusion detection 

system that was introduced by Sun et al. [36]. It has a collection of image-based network traffic 

samples designed explicitly for intrusion detection applications. 

However, the SIDD dataset is unique in many ways with its uniqueness of design and scope. It 

contains images created by network traffic protocol communication over 15 geographical locations 

within different Asian countries. Each photographic image in the dataset, measuring 48×48, is a 

time frame in minutes of 128, showing the overtime of the several communicating protocols [26]. 

This demonstrates that the cover of the network traffic is also rich in detail to the level of 

understanding the nature of threats in the intrusions. 

 The SIDD dataset's versatility allows it to be employed for various tasks. In particular, it is helpful 

for network intrusion detection in ML approaches and federated learning [37]. The elaborate image 

data set based on knowledge of the SIDD dataset can very well address the problems of these 

research areas. 

Moreover, regarding the data set, one can freely employ their imagination in enhancing the current 

methods of IDS. It becomes possible in order to seek fresh ideas to solve problems in the connected 

subject areas. In this context, the SIDD dataset can be further valuable for the development of 

innovative concepts and ideas but also for the refinement of already used concepts and ideas. In 

conclusion, the Segmented Intrusion Detection Dataset offered is a major improvement in the IDS 

research field. Due to its unique approaches to construction, usability, and variety of information, 

it is a highly valuable tool for scientists and professionals. Further, it supports the detection of 
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intrusions in a network and the improvement of the resolution in this area of computer security as 

well. 

3.2 Preprocessing 

First, the dataset is preprocessed for ML and DL by loading images from two subdirectories into 

one subdirectory in the most convenient way using the built-in function. Every picture is tagged 

with a normal score of 0 or an attack score of 1. Also, it underlines image augments such as 

rotations, scaling in both width and height, and flippings in terms of width and height. The dataset 

split into a ratio of 80:20. Feature selection is then performed using the chi-squared statistical test 

through the SelectKBest method from scikit-learn. A specific number of top features (k=96) are 

chosen based on their relevance to the target variable. The images are flattened into one-

dimensional arrays, and feature selection is applied to retain only the desired features. 

3.3 Propose modelling 

The proposed model uses Convolutional Neural Networks (CNNs) for feature extraction and 

employs ML techniques for classification, as illustrated in Figure 1. Different ML techniques, 

including LightGBM (Light Gradient Boosting Machine), Random Forest (RF), Decision Trees 

(DT), SVM, K-Nearest Neighbors (KNN), and Multi-Layer Perceptron (MLP), have been selected 

based on their respective capabilities in classification. 

 
Figure 1: Propose model based on deep and ML 

3.4 Implementation 

The proposed model was implemented on an Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz, 

equipped with two cores and four logical processors. TensorFlow, in conjunction with essential 

Python libraries, was employed for implementation. Numerical operations were executed using 

NumPy, while visualization tasks were carried out using matplotlib. pyplot for general plotting 

and matplotlib. Image for image visualization. Additionally, Seaborn was utilized to enhance data 

visualization. Neural network architecture was constructed using Keras, incorporating optimizers 

for network optimization [38]-[47]. 

a. Implementation phase 1 starts with implementing several independent ML models. The 

LightGBM classifier model, renowned for its efficiency and scalability, was initially instantiated 

and prepared for training on the preprocessed and feature-selected dataset using Keras' built-in 'fit' 

method. Then, the Random Forest classifier was presented as 'rf' due to its ability as an ensemble 

model and its ability to work with complex data relationships. The SVM implemented as 'self' 

using the built-in Keras model API and the K-nearest neighbours (KNN) model, which classify 
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instances based on the majority class of the cases within a given proximity, were instantiated as 

'kin'. Moreover, a Multilayer Perceptron classifier was designed and instantiated as a 'map' using 

the Keras model API. 

b. In the last sub-phase, 1, an ensemble model was strategically introduced to improve the overall 

predictive power of the other models mentioned. This study employs the VotingClassifier from 

the scikit-learn libraries and uses the 'soft' voting strategy, which means that the predicted 

probabilities of each classifier are averaged to increase the model's ability to identify different 

patterns within the dataset. 

C. phase 2 introduces a hybrid pipelining approach integrating a pre-trained VGG16 model for 

feature extraction, followed by feature selection and subsequent classification using ML models. 

The pre-trained VGG16 model is loaded and configured to exclude its top layers responsible for 

classification, serving solely as a feature extractor. An intermediate model is defined as one that 

takes inputs from the base model and produces the features extracted. The feature extractor extracts 

and selects optimal features using the chi-squared test, employing the SelectKBest class from the 

sklearn feature_selection module. 

d. Finally, each ML model is called to compare the hybrid model's performance against the 

ensemble models during training and assessment. 

 

3.5 Training and Testing 

The training and testing phase involves constructing and evaluating a hybrid image classification 

model. This model combines Convolutional Neural Network (CNN) feature extraction with 

various traditional ML classifiers. 

First, we load and preprocess the images. Images from two classes (regular and attack) are loaded 

and resized to a uniform size of 64x64 pixels. They are then converted to a numpy array. The 

model is evaluated on unobserved data by dividing the data set into train and test. 

Second, to capture features from the images, we use a pre-trained VGG16 model. Using DL and 

transfer learning, we can get features without having to train a network from scratch. We do not 

include the last layer of the VGG16 model in our study. 

To address the issue of the CNN features' high dimensionality, we resort to the 'chi2' feature 

selection. This approach chooses variables for classification based on the chi-squared statistic to 

determine which variables are most relevant. It simply keeps only the top k features of the data. 

We proceed to train the following classifiers based on their capabilities in classification, using the 

selected features:  

1. Light Gradient Boosting Machine (LGBM): LGBM is an algorithm based on the gradient 

boosting methodology suitable for big and high-dimensional data and computationally 

efficient.  

2. Random Forest (RF): Multiple decision trees in a supervised learning system reduce 

overtraining and keep it stable. 

3. Decision Tree (DT): The decision tree model makes decisions using a graph or a tree-like 

structure. It is simple, effective, and quick to comprehend. 

4. SVM: A supervised learning algorithm that performs classification by finding a hyperplane 

works excellently in high-dimensional space, where the high dimensionality tends to 

exceed the number of samples. 

5. K-Nearest Neighbors (KNN): A classification and regression type of a non-parametric ML 

algorithm where the most popular class is chosen among k-closest instances.  
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6. Multilayer Perceptron (MLP): This is a feedforward class of artificial neural networks that 

can learn non-linear models. 

3.6 Performance evaluation 

Classification accuracy, precision, recall, and f1 score quantify model performance in categorising 

normal pictures versus attack images. In contrast, the Confusion Matrix, for example, contains 

information on how well the model performed in classifying the images, measuring the number of 

correct classifications and the types of errors the model made. 

Accuracy = (TN+TP)/ (TP+FP+TN+FN)         

Where: 

- True Positives (TP): Accurate prediction of attack 

- False Positives (FP): Inaccurate prediction of attack. 

- True Negatives (TN): Accurate prediction of normal. 

- False Negatives (FN): Inaccurate prediction of normal. 

 

Accuracy is also measured as an amount of the ratio of successfully anticipated positive outcomes 

to total positive values. The calculation is: 

Precision = TP/ (TP+FP)           

Detection Rate, or Recall, is the ratio of correctly predicted positive values to the total number of 

positive values that exist. It is calculated as: 

Recall = TP/ (TP+FN)   

F1 Score balances accuracy and recall to assess model performance. The weighted average of 

recall and accuracy is obtained using the formula: 

F1-Score = 2× (Recall × Precision)/ (Recall + Precision)        

 

4 Results 

In this section, a detailed evaluation and interpretation of the data that was obtained from the 

application of the different selected models is given. The evaluation of each model is done by 

using a number of parameters such as accuracy, precision, F1 score, AUC, and ROC analysis as 

described in the previous section. 

Table 1 allows for the evaluation of the model accuracy so as to show the performance of various 

models. The CNN+MLP model outperforms the other models, which brings together 

Convolutional Neural Networks and Multi-Layer Perceptron. Furthermore, the ensemble model, 

which is a composition of a number of base models, also outperforms other models. 

Table 1: Comparative analysis of model accuracy 

Model Accuracy 

CNN+LGBM 0.92 

CNN+RF 0.83 

CNN+DT 0.75 

CNN+SVM 0.88 

CNN+KNN 0.92 

CNN+MLP 0.96 

CNN  0.92 

Ensemble 0.96 
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Figure 2 illustrates the graphical representation of accuracy comparison across various models. 

Both the ensemble model and the hybrid model based on CNN+MLP exhibit superior performance 

among other models.  

 

 
Figure 2: Comparative analysis of accuracy of different models 

 

Each model corresponds to a specific model configuration, and its precision is presented in Table 

2. The model CNN+MLP and the ensemble model show 0.92 and 0.96 precision. This indicates 

that these models are more effective in identifying intrusion than the other models evaluated. 

 

Table 2: Precision comparison of various models 

Model Precision 

CNN+LGBM 0.85 

CNN+RF 0.77 

CNN+DT 0.69 

CNN+SVM 0.79 

CNN+KNN 0.91 

CNN+MLP 0.92 

CNN  0.85 

Ensemble 0.96 

 

In Figure 3, the precision scores of various models are compared. This visual analysis provides 

insights into the performance of different models in terms of precision. The precision comparison 

proves that the CNN+MLP and ensemble models are significantly better than all other models. 
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Figure 3: Precision comparison among different models 

 

Performance comparison of different models is also shown in Table 3, where F1 scores are 

compared. The CNN+MLP model with 0.92 performance and the ensemble model with 0.96 

performance are proved to be slightly better than the rest of the models. 

 

Table 3: Comparative F1 scores across different models 

Model F1 score 

CNN+LGBM 0.85 

CNN+RF 0.77 

CNN+DT 0.69 

CNN+SVM 0.79 

CNN+KNN 0.91 

CNN+MLP 0.92 

CNN  0.85 

Ensemble 0.96 

 

 

Table 4 presents a comparison of F1 scores of the three models. Every model configuration is 

shown, and the F1 score associated with it is indicated beside it. As it has been ascertained, the 

performance of this ensemble model is higher compared to other models. 
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Figure 4: F1 score comparison 

 

Table 4 also shows the difference in area under the curve (AUC) for various models. For the 

CNN+MLP model, AUC is equal to 0.92, and for the ensemble model, the AUC is equal to 0.96. 

 

Table 4: AUC comparison among different models 

Model AUC 

CNN+LGBM 0.85 

CNN+RF 0.77 

CNN+DT 0.69 

CNN+SVM 0.79 

CNN+KNN 0.91 

CNN+MLP 0.92 

CNN  0.85 

Ensemble 0.96 

 

Figure 5 shows a breakdown of the Area Under the Curve (AUC) between models. The results 

show that the ensemble model has achieved a better AUC score than other models. 
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Figure 5: AUC analysis between different models 

Figure 6 illustrates the analysis of Receiver Operating Characteristic (ROC) curves across 

different models. Each model configuration is depicted, and their respective ROC curves are 

compared. This visual representation offers insights into the comparative performance of 

various models based on their ROC curves.  

 

 
Figure 6: ROC curve analysis across different models 
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5 Conclusion 

Various methods involving ML (ML) and DL (DL) have been applied to detect intrusions. 

However, it is clear from the results that every learning method has a range of accuracy. Deeper 

exploration is needed to assess the effectiveness of a hybrid approach in the context of the issue. 

Therefore, both DL for feature extraction and ML for classification purposes are proposed in this 

research. The hybrid DL-ML method proposes several model configuration methods, including 

CNN+LGBM, CNN+RF, CNN+DT, CNN+SVM, CNN+KNN, CNN+MLP, CNN and Ensemble. 

All these models were thoroughly tested and validated using the SIDD dataset, a standard for 

malware verification. Notably, the CNN+MLP model, which consists of Convolutional Neural 

Networks (CNN) coupled MLP (Multi-Layer Perceptron), is best within the class of models 

regarding a mix of features and classification processes. Also, the ensemble model, composed of 

algorithms of several individual models, is very effective. 

In conclusion, this work's results further emphasize the importance of hybrid DL-ML approaches 

for intrusion detection. The   CNN+MLP and Ensemble models offer promising solutions to these 

intrusion detection challenges. These models could be enhanced in the future, and other hybrid 

architectures could be embraced. 
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