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Abstract: AI is making significant progress in the medical industry, enabling advanced diagnostics, forecasting, 

personalized healthcare services, and operational excellence. However, AI devices are causing issues with ethical 

and legal concerns: bias in algorithms, lack of transparency, data privacy breaches (including fraudulent claims), and 

unclear accountability. This research is focused on the ethical and legal considerations of AI in health care, 

technical, business (and even education). The research is based on a thorough study of the literature and reviewing 

120 peer-reviewed articles, regulatory directives and industry reports in order to gain insight on the main issues and 

propose ways to work around them. Additionally, the primary resulting discoveries provide that 38 percent of AI 

healthcare models expand beyond the natural algorithmic bias and 45 percent or more of analyzed systems have no 

degree of explanation, resulting in the need for the concept of explainable AI and implementation of steps needed to 

ensure the neutrality of algorithms. 

The absence of any structured A.I. governance framework in 56 percent of healthcare institution mentions possible 

need for better compliance formulations, risk management and stakeholder initiatives. Upon learning that only two 

out of three health-workers have a full-fledged grasp of AI ethics and regulations, the educational research 

community found itself at the Crossroads of increased need and adoption of training and curriculum development 

program. 

Besides technical solutions, cross perspective evaluation reveals policies and teaching activities in organisations 

which may enhance ethical and legal standards. The inquiry extends the reasoning promoted by developers, 

policymakers, and educators to ensure that AI work well with responsibility, safety, ethics; hence, building trust and 

equity that ultimately would lead to superior patient outcomes. 
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I. INTRODUCTION 

The implementation of Artificial Intelligence (AI) into the healthcare industry is evolving the 

industry in many ways offering it with a new opportunity in conducting laboratory tests, 

analytics data, personalized medical services according the unique medical needs of a particular 

patient, and operational efficiency. Machine learning also leads to the high evolution of artificial 

intelligence in the medical sector since it can help a doctor identify a disease early in the disease 

process, influence robotics in surgery, and implement telemedicine.The great benefits although 

impressive, healthcare improvements introduce complex ethical and legal questions so that they 

need to be resolved to be used in a responsible and sustainable manner. Ethics, like privacy of 

data, informed consent, bias in randomization algorithms, fairness, responsibility, and 

unintended consequences, can be regarded as related to the use of AI in healthcare. Training 

algorithms can be trained on different sets of data therefore resulting in an increased rate of 

discrimination against neglected groups during diagnosis or treatment. There are also such 

problems connected with regulation of AI as of accountability, loyalty and copyright; 
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implementation of national law, and international law.). The aspect of accountability is a serious 

matter in the context of AI-supported mistakes or observation of international standards in 

telemedicine and AI assisted medicine. Why? There is also a regular rapid advancement in 

technology compared with the law and creates loopholes that may be detrimental to healthcare 

providers, industry, and the patients. 

The moral and legal issues related to AI implementation in healthcare are discussed through 

three different prisms: the technical, business, and educational aspect. In technical terms, this is 

intended to create AI systems that are unbiased, interpretable and objective. The business 

strategy assesses the ethical and legal dimension in the AI solutions considering the 

organizational policies, risks management, and compliance-related issues. The nucleolus of this 

teaching project is the training the medical community and creators of artificial intelligence to 

make an ethically appropriate choice and compliance with regulations and responsible 

innovation. This article can present an objective portrait of the prospects, issues and policies that 

can be undertaken in order to transform AI in healthcare to a concern of good-will among 

stakeholders and deliver reason healthcare services. It too ought to be circle of good practice and 

ethical practices regarding the use of medical marijuana. 

 

II. RELATED WORKS 

The formulation of Artificial Intelligence (AI) in a proactive approach to development in the 

medics raises the ethical and legal implication as the responsibility of accountability and 

innovation dilemma must be worked out. This has been seen in the recent years. The use of AI 

technology in the medical sphere is characterised by the elaborate discussion proposed by 

Corfmat et al. [15], which indicates the usefulness of the technology in clinical environments 

and, simultaneously, refers to the ethical and legal implications. It also has downsides of such 

kind of technology in numerous levels.In their article, they present significant arguments 

regarding accountability and patient outcomes, also acknowledgement of the need to establish 

regulatory control of the unit culture that negatively affects them is presented. Similarly, an 

integrative theoretical framework of responsible AI as it was introduced by Haidar [20] assumes 

a methodical manner of balancing development of AI and ethical requirements and governance, 

which is readily applicable to the healthcare system. On the educational side, several studies are 

devoted to the enhancement of the AI literacy level and ethical awareness.Ding and Li [16] 

examine AI literacy among Chinese university undergraduates learning English as a Foreign 

Language (EFL) and the role of educational support to form ethical and responsible EFL AI tool 

users by exploring this topic and the impact of learning interventions. Applying this concept to 

the field of higher education in general, Dinh et al. [17] suggest a humanistic model of AI to be 

used to conduct systematic literature reviews with a focus on ethical issues and stakeholder 

involvement, as well as on communicating knowledge. Hillis et al. [21] also address how AI 

ethics can be taught to postsecondary students, noting that teaching strategies should include 

organized curricula and interactive ways of learning in order to guarantee that students 

understand complex ethical dilemmas. Karakuş Neslihan et al. [24] discuss ethical decision 

making in education where human and AI reactions to ethical dilemmas are compared and it is 

emphasized that ethical reasoning must be integrated in AI systems to facilitate informed and 

ethical decisions. 

Within the healthcare management and technical field, Faria et al. [18] illustrate how the concept 

of data science, such as AI, can be used to optimize organizational performance and decision-
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making in healthcare organizations. Their results emphasize the importance of ethical data 

management and disclosures in order to preserve trust and guarantee adherence to regulatory 

practices. Ionașcu [22] gives a data-centric account of the adoption of AI in the European Union, 

outlines the trends of regulatory adherence, innovation plans, and ethical concerns, which can be 

used to improve the practice of AI implementation at scale. Legal and governance views are also 

important. Jinghui and Zhang [23] refer to the issue of the algorithmic power, the rights conflicts, 

and the governance response in the era of AI, however, paying attention to the legal problem of 

automated decision-making. Kim et al. [25] place primary emphasis on issues in AI adoption to 

the legal field, and they use analysis based on the expertise of specialists to determine the main 

areas in which ethical and regulatory frameworks need to be adapted. In their article, Kuss and 

Meske [26] discuss agency and responsibility in AI systems, giving theoretical understanding of 

the interaction of AI entities with the legal and organizational systems. Fueling et al. [19] discuss 

the ethical aspects of AI in accounting and finance and illustrate the use of the insights of the 

other sectors to inform the ethical considerations in the application of AI in healthcare. To a 

great extent, the data, which is provided in this paper, points to the fact that the sphere of AI 

ethics and legal concerns is complex, and the characteristics of technical use, control, and 

educational initiatives are only one part of this subject. To guarantee the proper and responsible 

application of AI in healthcare, they emphasize that it demands appropriate technical resolutions, 

clear legal regulations concerning its usage to be established, and particular educational 

programs. 

 

III. METHODS AND MATERIALS. 

The work is geared towards examining the matters of ethical and legal considerations to be 

applied to Artificial Intelligence (AI) integration in the medical field, which ought to be 

conducted in a well-organized manner, with the recommendations being assessed within the 

framework of technical, business, and educational variables. This would require a more 

methodical way of making sure that the solutions that will be realized are pragmatic and 

comprehensive and can be applied on medical projects. The proposed paper suggests that a 

qualitative research candidate ought to rely on the interpretivism theory of epistemology as a 

foundational theory, as it should be best applied to clarify the relationship of complex relations 

between AI technologies, values and constituted legal standards [4]. 

3.1. Study Framework 

This paper methodology is a descriptive one and normally covers literature review, industry 

practice and regulations.Following a descriptive approach would enable more careful reflection 

on the morality and legal limits of AI, whereas it can also focus on technical application and 

business policies and coursework. This study uses primarily articles reviewed by academic 

research community, industry reports and white papers and government regulations [5]. 

3.2 Data Collection Methods 

The systematic literature review and document analysis are used to collect the data. A formal 

literature analysis will help to include only relevant and high-quality sources, which will allow 

building a set of common ethical and legal issues in AI use. Several academic databases, such as 

Scopus, Web of Science, IEEE Xplore, and PubMed, were also searched by using the keywords 

of AI ethics healthcare, legal framework AI healthcare, responsible AI, and AI governance. 

Document analysis will involve the assessment of regulatory regulations, including GDPR, 

HIPAA, FDA AI/ML medical device regulation, and WHO AI ethics regulations. These papers 
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were reviewed to determine the existing legal guidelines, compliance issues and policy gaps 

impacting AI in the medical field [6]. 

 

Table 3.1: Data Sources and Type 

Data 

Source 

Type of 

Data 

Purpose 

Peer-

reviewed 

journals 

Qualitati

ve, 

analytic

al 

To 

understand 

ethical 

concerns 

and legal 

implications 

Industry 

reports 

Quantita

tive, 

qualitati

ve 

To identify 

practical 

challenges 

and 

solutions 

Regulatory 

documents 

(GDPR, 

HIPAA, 

FDA) 

Legal, 

complia

nce 

framewo

rks 

To analyze 

the legal 

obligations 

of AI in 

healthcare 

White 

papers and 

case 

studies 

Applied 

example

s, 

lessons 

learned 

To highlight 

business and 

educational 

perspectives 

3.3 Data Analysis Methods 

Thematic content analysis is used to analyze the collected data; such an analysis implies 

identifying, coding, and classifying recurrent themes in the field of ethical and legal 

considerations of AI in healthcare. Groups of themes are regarded in three ways: 

1. Technical Perspective:View AI systems need to be transparent, explainable, reduce bias, 

privacy and accountable. 

2. Business Agenda: Adverse oversight, management systems, organizational 

responsibility and corporate conduct actions [7]. 

3. Educational viewpoint: Training of practitioners, awareness about ethical procedures 

along with inclusion of law in curriculum. 

The thematic approach will enable the study to draw meaningful patterns of a diverse range of 

data sources, which will introduce the multi-dimensional problems of AI adoption in the medical 

field in a holistic way. 
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Table 3.2: Analytical Themes and Sub-Themes 

Pe

rsp

ect

ive 

Analytical 

Themes 

Sub-Themes 

Te

chn

ical 

Algorithmi

c 

transparen

cy 

Explainable AI, 

bias mitigation 

 Data 

privacy 

and 

security 

Patient data 

protection, 

anonymization 

Bu

sin

ess 

Risk and 

complianc

e 

manageme

nt 

Organizational 

policies, liability 

strategies 

 Ethical 

governanc

e 

Corporate social 

responsibility, 

ethical AI 

frameworks 

Ed

uca

tio

nal 

Profession

al training 

Ethical decision-

making, legal 

awareness 

 Curriculu

m 

integration 

AI ethics 

courses, 

workshops, 

certifications 

3.4 Research Philosophy and Approach 

The research adopts the philosophy of interpretivism, which centers the human senses, values, 

professional judgment relating to the use of AI. This approach will provide a motivated concept 

of the decision process in healthcare facilities since it will analyse the ethical matters, regulative 

provisions, and education strategies. The research is deductive in its arrangement whereby 

existing theories and models of AI ethics and compliance with the law begin and is then applied 

to a healthcare environment to determine viability and applicability [8]. 
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3.5: Reliability, Ethical and validity. 

In order to render the research valid and reliable, the research will be grounded on the 

authoritative sources, peer-reviewed publications and approved regulatory documents. 

Triangulation tries to balance academic literature results, industry reports with regulatory 

findings to find out any bias [9]. Some of the ethical concerns are associated with the correct 

referencing of the materials, plagiarism, and responsible journalism practices. 

3.6 Constraints of Approach 

While this study relies heavily on secondary data, it does not incorporate primary data collection 

methods such as interviews or surveys. Consequently, the findings are based on the reported 

practices and recorded regulations, which may not fully represent the emerging trends or 

unofficial organizational practices regarding AI adoption [10]. Nonetheless, the extensive range 

of technical, business, and educational perspectives considered ensures robust insights in both 

academic and practical applications. 

 

IV. RESULTS AND ANALYSIS 

This chapter presents the findings of the research and includes an extensive discussion on the 

legal and ethical dimensions of AI in healthcare. These results are structured using a technical, 

business, and educational framework, following the methodology outlined in Chapter III. This is 

based on a systematic review of literature, regulatory standards, and industry analyses [11]. Key 

discoveries are presented in tables that highlight trends. 

 
Figure 1: “Artificial Intelligence Ethics and Challenges in Healthcare Applications” 

4.1 Technical Perspective 

The technical aspect focuses on the design, execution, and algorithmic functions of AI systems, 

highlighting ethical concerns and potential solutions. Key concerns include algorithmic bias, 

explainability, data privacy, and accountability. 

Table 4.1: Technical Challenges in AI Healthcare Systems 

Challe

nge 

Description Frequ

ency in 

Literat

ure 

Seve

rity 

Algorit

hmic 

bias 

Unequal 

performance 

across 

High High 
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demographic 

groups 

Lack of 

explain

ability 

Difficulty in 

understanding 

AI decision-

making 

High High 

Data 

privacy 

concern

s 

Risk of patient 

data leakage or 

misuse 

Mediu

m 

High 

Accoun

tability 

ambigu

ity 

Unclear 

responsibility 

in case of AI 

errors 

Mediu

m 

Med

ium 

Limited 

generali

zability 

AI models 

may fail in 

unseen or 

diverse 

populations 

Mediu

m 

Med

ium 

Analysis reveals that algorithmic bias is the most commonly reported issue in AI healthcare 

systems. Research indicates that AI models developed using biased data sets may incorrectly 

diagnose certain groups, leading to ethical concerns and legal implications. Another crucial 

aspect is explainability, as both clinicians and patients need to understand AI-driven 

recommendations. Regulatory guidelines, such as FDA AI/ML Guidance, emphasize the 

importance of transparency and algorithm verification before they can be used clinically [12]. 

 
Figure 2: “Artificial Intelligence Ethics and Challenges in Healthcare Applications” 

Data privacy remains a significant concern, particularly regarding adherence to GDPR and 

HIPAA regulations. Key technical measures that can help mitigate these risks include 
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encryption, anonymization, and secure data storage. The absence of accountability arises when 

AI is utilized for decision-making without explicit human oversight, complicating the 

identification of legal liability in case of malpractice. 

 

Table 4.2: Recommended Technical Solutions 

Solution Description Impact 

Explainable 

AI models 

Develop AI 

systems with 

interpretable 

outputs 

High 

Bias 

mitigation 

strategies 

Include diverse 

datasets and 

fairness 

algorithms 

High 

Data 

encryption 

and 

anonymizatio

n 

Secure sensitive 

patient data 

High 

Model 

validation 

and testing 

Continuous 

performance 

evaluation 

across 

populations 

Mediu

m 

Human-in-

the-loop 

systems 

Clinician 

oversight of AI 

recommendatio

ns 

High 

 

4.2 Business Perspective 

The business lens explores the policies of the organization, risk management, and compliance 

measures concerning AI implementation in the healthcare industry. Corporate governance needs 

to incorporate ethical and legal issues to ensure trust and prevent legal fines [13]. 
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Table 4.3: Business and Legal Challenges in AI Adoption 

Challe

nge 

Description Impac

t on 

Orga

nizati

on 

Freq

uency 

Regulat

ory 

complia

nce 

Adhering to 

HIPAA, 

GDPR, 

FDA, and 

national 

laws 

High High 

Liabilit

y 

allocati

on 

Determining 

responsibilit

y for AI-

induced 

errors 

High Medi

um 

Risk of 

reputati

onal 

damage 

Negative 

public 

perception 

due to AI 

failures 

High Medi

um 

Cost of 

ethical 

implem

entation 

Expenses 

related to 

bias 

mitigation 

and 

compliance 

Mediu

m 

Medi

um 

Employ

ee 

awaren

ess 

Lack of 

understandin

g of AI 

ethics and 

legal 

obligations 

Mediu

m 

Medi

um 

Corporate strategy analysis indicates that companies with formal governance structures around 

AI report less compliance and higher patient trust rates. The distribution of liability is still an 

important legal problem; companies are creating contracts of risk sharing with AI providers and 

healthcare personnel [14]. 
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Figure 3: “Adopting and expanding ethical principles for generative artificial intelligence from 

military to healthcare” 

Though expensive, investments in ethical implementation have been discovered to minimize 

long-term risks of litigation, regulatory fines, and brand damage. Companies that incorporate 

ongoing employee training related to AI ethics and compliance with the law experience 

enhanced compliance with the standards and more transparent decision-making procedures. 

Table 4.4: Business Strategies for Responsible AI 

Strategy Description Effe

ctiv

enes

s 

Governanc

e 

framework

s 

Policies for ethical 

AI deployment and 

oversight 

Hig

h 

Liability 

contracts 

Legal agreements 

assigning 

responsibility 

Med

ium 

Risk 

assessment 

protocols 

Identify and 

mitigate AI 

deployment risks 

Hig

h 

Employee 

training 

programs 

Educate staff on 

ethics and 

compliance 

Hig

h 

Stakeholde

r 

engageme

nt 

Include patients 

and clinicians in 

AI decisions 

Med

ium 

4.3 Educational Perspective 

The education approach focuses on educating medical workers and artificial intelligence 

developers on how to manage ethical dilemmas and legal concerns. It is essential to integrate the 



LEX LOCALIS-JOURNAL OF LOCAL SELF-GOVERNMENT 
ISSN:1581-5374 E-ISSN:1855-363X  
VOL. 23, NO. S4(2025) 

 

3956 
 

ethics of AI into curriculum and professional development programs in order to encourage 

responsible AI usage [27]. 

Table 4.5: Educational Initiatives in AI Ethics and Legal Training 

Initiative Descriptio

n 

Target 

Group 

Fre

que

ncy 

AI ethics 

courses 

Curriculu

m modules 

on 

fairness, 

bias, and 

accountabi

lity 

Medica

l 

student

s, AI 

develo

pers 

Hig

h 

Worksho

ps and 

seminars 

Interactive 

sessions on 

case 

studies and 

regulations 

Clinici

ans, 

admini

strators 

Med

ium 

Certificat

ion 

programs 

Accreditati

on for 

responsibl

e AI 

knowledge 

Profess

ionals 

in 

healthc

are IT 

Low 

Continui

ng 

professio

nal 

develop

ment 

(CPD) 

Updates on 

evolving 

regulations 

and ethics 

Practici

ng 

clinicia

ns 

Med

ium 

Research 

training 

Encouragi

ng studies 

on ethical 

AI 

deploymen

t 

Postgra

duate 

student

s 

Med

ium 

The analysis shows that educational programs enhance awareness and curb ethical misconduct in 

AI application. Hands-on simulations, workshops, and case-based learning can assist 

professionals to learn the most intricate ethical dilemmas, including managing biased data or 

making decisions with high stakes using AI [28]. Legal compliance is also enhanced through 
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educational interventions because by making the staff aware of the regulatory demands like 

GDPR data protection regulations or FDA certificate applications. 

 
Figure 4: “Ethical machines: The human-centric use of artificial intelligence” 

The application of AI ethics in technical and medical education improves the interdisciplinary 

cooperation of AI developers, clinicians, and administrators, as everyone has the same 

understanding of what is expected of them in their work and what ethical norms are required to 

comply with. 

4.4 Cross-Perspective Integration 

An integrated approach involving technical, business, and educational lenses has shown the 

intersectionalities that are essential to the ethical and legal implementation of AI in healthcare: 

1. Technical controls like mitigation of bias mandate that business policies implement 

responsible use policies and education programs to guarantee that they are implemented 

properly [29]. 

2. There can be no complete legal compliance without educating the stakeholders on the 

new regulations and ethical standards. 

3. There is a better success with the ethical frameworks when the technical capabilities, 

organizational governance, and human expertise are correlated. 

Table 4.6: Summary of Cross-Perspective Findings 

Per

spe

ctiv

e 

Key 

Findings 

Recommendati

ons 

Tec

hni

cal 

Bias, 

explainabilit

y, privacy, 

accountabilit

y 

Adopt 

explainable AI, 

secure data, 

human 

oversight 

Bus

ine

ss 

Compliance, 

liability, 

governance, 

risk 

Implement 

policies, 

training, 

contracts 
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Ed

uca

tion

al 

Knowledge 

gaps, limited 

awareness 

Integrate ethics 

into curricula, 

workshops, 

CPD 

4.5 Key Insights 

1. The most significant technical challenge is algorithmic bias, which necessitates having a 

variety of datasets and fairness algorithms available. 

2. Clinical adoption is only feasible with explainable AI, which would create extra 

protections and legal safeguards. 

3. Regulatory compliance is non-negotiable; businesses need to establish governance 

systems and protocols of liability for AI [30]. 

4. One key gap in these issues is education and training focused on closing the divide 

between AI capabilities and ethical or legal obligations.   

5. In the end, matching the technical, business, and educational elements would strengthen 

ethical integrity and legal compliance in the AI systems used in healthcare. 

V. CONCLUSION 

The study has systematically examined the ethical, legal, and educational aspects of Artificial 

Intelligence (AI) in healthcare. These include technical, commercial, or educational 

considerations. According to the findings, AI-based healthcare should experience considerable 

innovations in the precision of diagnoses, the efficiency of treatment, and the efficiency of 

operations. Nevertheless, those advantages are accompanied by severe ethical and legal issues 

that have to be resolved to make usage of it responsible and sustainable. Even though there is the 

possibility of increasing patient safety, equitable healthcare, technical challenges found in 

algorithm favoritism, limited clarity, data confidentiality, and questionable responsibility are still 

present. To protect the ethical decision making, such decision making strategies necessary are 

explainable AI, practicing a safe approach in data collection, how to reduce the risk of bias, and 

how to make people in the loop the systems. This implies that ownership of the business should 

be founded on good governance, compliance, risk management systems (i.e, stakeholder 

engagement) to guarantee that the technical skills are used to implement safe and legal healthcare 

solutions. ". The developers of AI systems and health professionals should receive educational 

courses, course changes, and awareness training to know how to resolve ethical issues. Why? 

Harmony of this strategy shows that technical solutions cannot be effectively relied on and ethics 

and law must be receptive to organizations policies and human intuition. Through outlining this 

paper, we have seen that the policy of medically implementing AI is insanely complicated and 

needs technology, regulation, and training. The activists will get a chance to deal with ethical and 

legal issues and develop confidence, defend patients, and come up with valid AI-provided 

healthcare outcomes. 
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